Appendix J - Technology Overview



The purpose of this appendix is to introduce and describe the technologies that were considered as part of the analysis. Technical overviews are presented for Frequency and Time Division Multiplexing and the application of SONET and ATM technologies.  A discussion surrounding the availability of commercial telecommunications services is also included.  

J.1  Technical Overview

To begin and aid in the discussion of applicable technologies and their pros and cons, a few definitions are in order and follow.

Frequency Division Multiplexing (FDM) - FDM was the original technology developed for the public networks. FDMs require an analog channel for transmission but can take as input either analog or digital sources. FDM is typically used to send signals in one direction only. Familiar examples of its applications are cable television and broadcast television.

Time Division Multiplexing (TDM) -  TDM was developed in 1955 to replace FDM in the public networks to eliminate noise problems and increase the quality of the public networks. It uses digital time separation rather than frequency.  A dedicated time slot is allocated to each device connected to the low-speed side of the multiplexer. TDM uses one common high-speed bit stream. A TDM's aggregate bit rate is limited only by the speed of the attached device. Both copper and fiber optic cabling can be used as media.

Synchronous Optical Network (SONET) - A high-speed fiber optic network standard based on cell relay technology that uses multiples of the base OC-1 rate of 51.840 Mbps (one T3 link) up to OC-48 or 2488.32 Mbps.

Asynchronous Transfer Mode (ATM) - A cell relay technique and standard for high-speed, high-capacity networking.  ATM serves a broad range of applications including voice, video, and data.  ATM networks are versatile and can operate at speeds ranging from 1.544 Mbps to 622  Mbps, and beyond as needed. ATM can be implemented as a local, metropolitan, or wide area network over copper or fiber optics and most recently via wireless transport, including satellite.

Integrated Services Digital Network (ISDN) - ISDN is being offered by RBOCs and others in two basic forms:  ISDN Basic Rate Interface (BRI) and ISDN Primary Rate Interface (PRI).  ISDN services can be configured to handle voice, video, or data. It provides switched, digital connectivity for data in increments of a “B” channel of 64 Kbps. Voice calls can be placed over ISDN circuits without interruption of an ongoing data transmission.

Broadband Integrated Services Digital Network (ISDN) - A third form of ISDN is the broadband ISDN, or BISDN. BISDN is presently under development and unlikely to be available before the Year 2000. BISDN will run at rates of at least 45 Mbps and will probably be used mostly for video applications.

Plain Old Telephone Service (POTS) - POTS is the telephone service currently used by most households for voice and sometimes data communication.  The service is analog, switched (not dedicated), usually low speed, and inexpensive. This service is provided by the RBOCs and also usually includes access to a preselected long-distance carrier.

Digital Data Service (DDS) - Data rates range from 2,400 bps through 64 Kbps and T1 rates at 1.54 Mbps to DS3 rates at 45 Mbps. T1, DS3 (T3), and DDS services are considered dedicated private line services where the links are permanent and open pipes.

A more detailed explanation of the technology and equipment that implements it is referenced in the analysis that follows.

J.2  Multiplexers�

Multiplexing is used to combine voice or data channels over a single higher-speed link. Two  multiplexing techniques used most are time-division multiplexing (TDM) and statistical time-division multiplexing (STDM). Each has its own benefits and can be used for specific applications. Frequency Division Multiplexing (FDM) is a third kind of multiplexing technique that uses older analog devices.  This technology is currently being replaced with the digital TDM devices. A discussion on the differences between these multiplexers follows.

TDM - each input device is assigned its own time slot or channel into which data or digitized voice is placed for transport over the link (for example, a T1 line). The link carries the channels from the transmitting multiplexer to the receiving multiplexer where they are separated out (or demulitplexed) and sent on to assigned output devices. If an input device has nothing to send, the assigned channel goes unused. TDMs are better suited for data rates above 19.2 Kbps and can also accommodate larger numbers of subchannels. TDMs support a digital high-speed link used primarily for transmitting large volumes of data across a wide area network.

STDM - a variable allocation system where input/output devices are not assigned their own channels. Available channels are shared among all devices. If an input device has nothing to send another input device can use the channel for a more efficient use of the available bandwidth. These multiplexers use real-time statistics to allocate capacity on the high-speed link only to those end devices that are actively sending information.

FDM - each input channel is allocated a spectrum of the high-speed link that is equal to the capacity of the end device. For example, in CATV separate frequencies for the base video, color, and audio are modulated onto separate frequencies. The composite signal fits into 6 MHz bandwidth. FDMs do not require modems because they generally perform modulation/demodulation themselves.

J.2.1  Time-Division Multiplexers (TDM) �

TDMs support both analog and digital high-speed communications. Both FDM and TDM devices divide communications into subchannels.  TDMs base the subdivisions on time, whereas FDMs base the division on frequency.  A dedicated time slot is allocated to each device connected to the low-speed side of the multiplexer. The TDM manages access to the high-speed line and/or polls the end device lines, extracts bits or characters, and interleaves them into the allocated  frames or time slots for output on the high-speed line. A TDM's aggregate bit rate is limited only by the speed of the attached device.

Channel cards are used for each low-speed subchannel, a scanner/distributor, and common equipment for the high-speed line. Low-speed channel cards are used for the data and control signals for the end devices. They also provide storage capacity and contain the interface circuitry that matches the connected end device.

The low-speed side of a TDM connects to a variety of devices or locations that can include a computer, modem, terminal, or another multiplexer accessible via dial-up or a private telephone lines. A low-speed port is usually compatible with RS-232C, V.24, or a current loop (300 bps) such as the Bell 20 mA neutral.  

When analog lines are used a TDM is connected to a modem or a data network service through a modem interface.  When digital lines are used the TDM is connected to a channel service unit or data service unit (CSU/DSU), provided by the carrier or the customer.  

J.2.1.1  TDM Operation

Asynchronous, synchronous, and isochronous data transmission are supported using TDM technology, with either asynchronous or high-speed synchronous support being most common. Different interleaving and framing formats are also used and differ among the multiplexer vendors.  Each character in an asynchronous transmission is framed by a start bit and a stop bit allowing the originating end device to control the timing of each transmitted character. With synchronous data transmissions, timing is controlled by the multiplexer. Terminals send synchronous blocks of data framed by characters. Bits are synchronized to clock signals generated by the TDM. Synchronous devices operate at higher speeds than asynchronous devices; however, both are multiplexed in a similar manner.  In isochronous data transmission mode, the individual end devices or “terminals”  generate their own clock signals, with all clocks running at the same nominal rate. Buffering and rate adjustment are provided by isochronous multiplexers to compensate for slight variations among the clock rates.

The TDM samples data from each device input channel and integrates it into a message frame for transmission over the high-speed line. Message frames consist of time slots, and each time-slot position is allocated to a specific end device. Interleaving is used to extract data from the message frame with character or byte interleaving and bit interleaving being the two most commonly used methods.

J.2.1.2  TDMs and Networks

A number of configurations are well suited for TDM network installation. The point-to-point configuration has the TDM located at one central location with another at a remote location. The centrally located TDM's low-speed ports are connected to a computer or terminals. The low-speed ports on the remote TDM are connected to terminals, and the high-speed port connects the two additional TDMs.  A second configuration called serial multiplexing is sometimes used when there is one central location and several additional locations, but they are serially arranged (i.e., one location geographically occurs next as the overall link continues in one direction, such as west to east). A configuration similar to serial multiplexing is called loop multiplexing.  In this configuration all of the high-speed lines operate at the same speed and use the TDM drop-off technique. For example, a central Maryland TDM accepts the high-speed line from the Eastern Shore and removes only the portion of the data stream it requires for its terminals; the remaining portion is transmitted to Western Maryland. Serial and loop multiplexing do not support peer-to-peer communications.   

J.2.2  Frequency-Division Multiplexing (FDM)�

The earliest multiplexers used frequency division to allocate resource capacity. One frequency identifies a mark and a second frequency identifies a space. FDMs require the use of an analog channel.  Analog transmission facilities are quickly being replaced by digital facilities by major service providers. FDMs can be employed when bandwidth on the transmission medium exceed what is to be transmitted. Any number of input signals are transmitted simultaneously if modulated onto and around different carrier frequencies and must be separated by a guard band.  This is done to avoid problems inherent to FDM from crosstalk and intermodulation noise. FDM is typically used to send signals in one direction only. Familiar examples of its applications are cable television and its 6-MHz bandwidth for each channel and broadcast television. Coaxial cable is an often used media for FDM. Wavelength-Division Multiplexing (WDM) on optical fiber is the same as FDM over coaxial cable. Commercial implementations of wideband WDM is using two wavelengths per fiber strand in the 1300 and 1550 nm wavelengths. Research of narrowband WDM is occurring at this time and will probably increase the number of carrier wavelengths beyond two.

J.2.3  Multiplexers and Telecommunications Services

Many carrier-provided services currently in use that compete with private T1 lines include frame relay and ATM services. Both are best used in handling the large volumes of data traffic growing  from corporate LANs and multimedia applications. In addition to cost savings, these data services promise greater configuration flexibility, increased availability and more protection against network outages. Although slow to catch on, Switched Multimegabit Data Service (SMDS) is a mature technology and is available in most major metropolitan areas to interconnect local LANs and campus-area networks.  These services are described in more detail later in this section.

The multiplexer industry is currently seeing more competition from carrier-provided services such as frame relay, ATM and SMDS. Multiplexers are now being equipped with frame relay and ATM interfaces, LAN adapters and interconnect devices. T1 multiplexers also now support the Simple Network Management Protocol (SNMP) in addition to T1 multiplexer vendor supplied proprietary network management systems. The demand for multiplexers continues to be high with the need to support large amounts of voice and video traffic as frame- and cell-based transmission technologies mature.

J.3   The Synchronous Optical Network (SONET)�

SONET is an industry standard for high-speed transmission over optical fiber. SONET networks offer relatively inexpensive, virtually unlimited bandwidth; integral fault recovery and network management; interoperability between public services and corporate enterprisewide networks; and multivendor equipment interoperability. SONET, however, is currently not widely available as a leased service.

J.3.1  Standards

The SONET standard was developed by the Alliance for Telecommunications Industry Standards (ATIS), formerly known as the Exchange Carriers Standards Association (ECSA). The standard was published and distributed by the American National Standards Institute (ANSI). Bellcore, the research and development arm of the seven RBOCs, was involved in the development of the SONET standards from the start. It continues to issue technical specifications to the RBOCs that help ensure standards compliance.

SONET is designed to be as independent as possible of the specific services and applications it is intended to support. SONET is expected to provide the transport infrastructure for very large voice and data networks for the next three to four decades, in much the same way that T1 and its extension, T3, have provided the transmission infrastructure of the past two decades.

The base signal rate of SONET is the Synchronous Transport Signal level 1 (STS-1) which provides a transmission rate of 51.84 Mbps. The optical equivalent of STS-1 is called Optical Carrier level 1 (OC-1). These signals can be multiplexed hierarchically to form higher rate signals.  SONET-compliant fiber-optic facilities are used for backbone networks, as well as by carriers and competitive access providers for long distance service routes and fault-tolerant rings around major metropolitan areas.

Some of the benefits associated with SONET include:

Greater transmission capacity - Large amounts of available bandwidth and flexible management allow carriers to create large intelligent networks including bit-intensive three-dimensional computer-aided design (CAD), collaborative computing, interactive virtual reality programs, and multipoint videoconferencing.

Sufficient availability of overhead for network management - Large amounts of  bandwidth can be managed over a SONET network. Carriers can vary the information conveyed on this type of network from the megabyte-per-second range to the gigabit-per-second range.  

Carriers are unconstrained by proprietary equipment interfaces that can limit configuration flexibility and transmission formats - SONET allows for seamless interconnectivity among compliant equipment, eliminating the need to use end-to-end equipment from the same vendor and making it much easier to interconnect compliant networks.

Services are manageable with bandwidth beyond the T1 rate of 1.544 Mbps or the E1 rate of 2.048 Mbps - With remotely configurable SONET equipment, carriers can quickly support the needs of their customers. A DS3 signal with a rate of 44.736 Mbps, for instance, can be mapped directly into an STS-1, at 51.84 Mbps. Remaining STS-1 bytes can be used for other purposes. Two 51.84  Mbps channels can be combined to support LAN traffic between Fiber Distributed Data Interface (FDDI) backbones operating at 100 Mbps.

Real-time Monitoring - self-diagnostics and fault analysis can be performed in real time so that problems are identified before service is disrupted. End-to-end performance is tracked and elements that cause errors identified. Carriers use this capability to guarantee transmission performance. Properly configured SONET-compliant networks should  experience virtually no downtime.

J.3.2  Connectivity and Services

SONET provides multiple ways to recover from network failures, including automatic protection switching, bi-directional line switching, unidirectional path switching, and universal connectivity. Automatic protection switching is the capability of a transmission system to detect a failure on a working facility and switch to a standby facility to recover the traffic. Bi-directional line switching uses two fiber pairs between each recoverable node to support a signal transmitted across one pair of fibers.   When a fiber link fails, the node preceding the break loops the signal back toward the originating node, where it travels different fiber pairs back to its destination. Unidirectional path switching uses one fiber pair between each recoverable node to support a signal transmitted on two different paths around the ring. At the receiving end, the network decides and uses the best one. When a fiber link fails the destination switches to the alternate receive path.

SONET will be used for future large-scale backbone networks. SONET equipment interconnects with a variety of current and emerging carrier services, including ATM, SMDS, and BISDN. Vendors are beginning to support common product specifications down to the component level to ensure compatibility. To gain uniformity and compatibility, common specifications for module pin-out, footprint, logic interface, optical performance parameters, and power supplies must be used.

J.3.3  Transmission Speed

The SONET transmission speed standard ranges from 51.84 Mbps to 2.488 Gbps. Table J-1 shows the standard SONET transmission rates.

The basic building blocks used in the SONET signaling hierarchy are STS-1/OC-1 (51.84 Mbps) groups that are multiplexed to higher-rate signals. The OC-1 frame (used to construct all larger frames) has a 9 x 90-byte format that allows for efficient packing of data rates in a “payload” of 783 bytes. Among other types of information, SONET overhead (SOH) contains framing information, error monitoring channels, and format identification information.  The SONET frame format supports such large payloads along with overhead channels to allow for complex self-diagnostics and fault analysis to be performed in real time.

Table J-1. SONET Rates�       

STS Level�OC Level�Line Rate (bps)��STS-1�OC-1�51.84 M��STS-3�OC-3�155.520 M���OC-9�466.560 M���OC-12�622.080 M���OC-18�933.120 M���OC-24�1.244 G���OC-36�1.866 G���OC-48�2.488 G���OC-256�13.271 G��

J.3.4  SONET Protocol Layers

The SONET transmission protocol consists of four layers: the photonic, section, line, and path.  

Photonic Layer - the electrical and optical physical interface for the transport of information bits across the physical medium. This layer converts the STS-N electrical signals into OC-N optical signals and performs functions associated with the bit rate, optical pulse shape, power, and wavelength without the use of overhead.

Section Layer - deals with the transport of the STS-N frame across the optical cable  similar to that of the data link layer (layer 2) in bit-oriented protocols.  This layer establishes frame synchronicity and the maintenance signal; functions performed in the section layer include framing, scrambling, error monitoring, and order wire communications.

Line Layer - provides the synchronization, multiplexing, and automatic protection switching (APS) for the path layer. It is primarily concerned with the reliable transport of the path layer payload (voice, data, or video) and overhead, and allows (via APS) automatic switching to another circuit if the quality of the primary circuit drops below a specified threshold.  

Path Layer - maps services (e.g., ATM) into the SONET payload format. This layer provides end-to-end communications, signal labeling, path maintenance, and control, and it is accessible only by equipment that terminates this layer.  

J.3.5  Virtual Tributaries

SONET framing can accommodate both synchronous and asynchronous signal formats where the payload can be subdivided into smaller virtual tributaries (VTs) to transport signals using less than DS3 capacity. Because VTs can be placed anywhere on higher-speed SONET payloads, they provide effective transport for existing North American and international formats.  Each virtual tributary has its own overhead bits and functions within the STS-1 or OC-1 signal. SONET defines VT mappings for the most common North American tributary (DS1 at 1.544 Mbps). The SONET standard also provides for tributaries that have not yet been defined: 10 Mbps for Ethernet and 16 Mbps for token-ring LANs. Table J-2 lists standard SONET VT Support Options.

Table J-2. VT Support Standards�

VT Level�Line Rate (bps)�Standard��VT1.5�1.728 M�DS1��VT-2�2.304 M�E1��VT3�3.456 M�DS1C��VT-6�6.912 M�DS2��VT6-N�N x 6.9 M�future��Async DS3�44.736 M�DS3��

J.3.6  Network Components

SONET-compliant network components or elements include add-drop multiplexers (ADMs), Broadband Digital Cross-Connect (BDCS), Wideband Digital Cross-Connect (WDCC), Digital Loop Carrier (DLC),  regenerators, and SONET customer premise equipment (CPE).  The ADM provides interfaces between the network signals and SONET signals. The BDCS interfaces SONET signals with DS3s. The WDCS is a digital cross-connect that terminates SONET and DS3 signals, and provides the basic functionality of VT and/or DS1-level cross-connections.  The DLC is similar to the DS1 digital loop carrier and can accept and distribute SONET optical-level signals.  The regenerator is similar to a data repeater and drives a transmitter with the output from a receiver, lengthening  transmission distances.  SONET CPE is installed on the customer site or premise and provides an interface to carrier-provided SONET services.

J.4  ATM �

ATM networks can operate at speeds ranging from T1 to 622 Mbps, and beyond. ATM can be implemented as a LAN, Metropolitan Area Network (MAN), or WAN, allowing for different architectures to coexist on one network.  The network could be the same from end to end, but most likely is used with other technologies and protocols. ATM allows for multi-service network architectures to be created and transports a wide range of information (e.g., voice, video, data), whether the network is local or stretched across the state of Maryland. This capability makes the technology unique

ATM was created to handle high-speed carrier-to-carrier switching.  This effort coincided with the Telecommunications industry’simplementation of BISDN.  Packet-switching offers greater bandwidth efficiency, but its high delay characteristics make it suboptimal for voice and video use. Circuit-switching, with its very low delay, is appropriate for voice, but cannot provide sufficient bandwidth for data cost-effectively. Cell switching, which is used in ATM, is better suited than packet-switching for real-time communications such as voice and video.

The ATM protocol uses a fixed-length, 53-byte cell (a 5-byte header followed by 48 bytes of data). The cell contains packet and address information. The small cell size and the fixed cell length allow most switching tasks to occur in hardware. Cells that are switched quickly create less delay. This makes cell switching better than packet switching for voice and video. The ATM switch reduces all digital traffic, be it voice, video, data, fax, or graphics, into cells. The ATM switch brings together a fixed length cell that provides a common ground for data packet transmission and TDM, described earlier in this report.

Network data is bursty in nature and creates bandwidth requirements that can differ greatly. TDMs dedicate channels of bandwidth to data transmission and therefore do not provide bandwidth efficiently. ATM cells support both methods by allocating bandwidth only when traffic is sent or providing time slots for continuous, fixed-bandwidth traffic.  ATM provides the creation of logical networks instead of networks based on geographic proximity; guaranteed full bandwidth between end nodes;  and the ability to move voice, data, graphics, and video at up to 2 Gbps.

More than 20 vendors currently sell ATM equipment. ATM switches are divided into many categories but two general groupings exist: standalone switches for private use to build networks, and larger-capacity (i.e., number of ports, backplane speeds) switches used for carrier telecommunications networks. Some offer what is known as pipeline or circuit emulation which is used to allow one or more T1 and T3 circuits to pass through the switch. Backplane bandwidths range from 1 to 6 Gbps and beyond, allow up to 64,000 logical connections, and handle individual port bandwidths from T1 up to 622 Mbps. Time required to perform call setup and teardown usually ranges in the milliseconds. Prices for switches have come down dramatically. In 1995, ATM workgroup hubs averaged between $2500 and $3500 per connection, and higher-port-density campus hubs ranged between $1750 and $2500 per connection including the cost of the ATM network interface card and a per-port cost for the ATM switch. Twenty-five Mbps ATM is now available at about $1000 per desktop (counting LAN concentrator port and network interface card).  Several interfaces are usually available for both LAN and WAN including Ethernet, Token Ring, FDDI, DS0 to T-1, SONET OC-3, SMDS, and Frame Relay. Interfaces can be configured via a local terminal, parameters can be changed in real-time, and port modules are usually hot swappable.

J.4.1  Transmission Speeds

ATM networks are flexible and can accommodate a variety of voice, video, and data traffic needs. With defined public and private interfaces, ATM can operate at speeds ranging from T1 to 622 Mbps, and greater as required. 

J.4.2  Cell Formats

ATM uses cell relay to support differing traffic types such as voice, video, and data. An ATM customer's traffic that is usually made up of variable-length units is segmented into small, fixed-length units called cells after it passes the CPE. The cells are fixed at 53 octets with a 5-octet header (overhead) and 48-octet payload.

Unlike many systems today, cell relay uses no shared medium. Instead, cell relay uses point-to-point links between end nodes and a high-speed switching system. Frame-based technologies are widely used within the industry. Cell technology is newer with wide spread use growing rapidly.   This growth is due in part to the use of fixed-length cells. The use of fixed-length cells offer more predictable performance in the network when used instead of variable-length frames. Transmission delay and queuing delay are also more predictable. Fixed-length buffers used with cell relay technology are easier to manage than buffer allocation for variable-length frames. 

J.4.3  Quality of Service (QOS)

Quality of Service (QOS) guarantees are used with ATM networks to define the loss, delay and variation in delay associated with the transmission of data, voice, or video traffic.  Table J-3 shows the classes and characteristics of ATM services.  The table includes a description of the traffic type and the associated guarantees in quality of service.  

�Table J-3.  Classes and Characteristics of ATM Services�



Service�

Description�

Guarantees����Loss�Delay�Feed-back�Band-width��Continuous Bit Rate - constant bit rate pipe for voice, circuit emulation, or continuous bit rate video.�Peak Cell Rate, CDVT�Yes�Yes�Yes�No��Variable Bit Rate - Real-Time - used for the transport of variable rate information, supports voice using silence removal, provides tight bounds on delay, uses compressed packet video.�Peak Cell Rate, CDVT, sustained cell rate, burst tolerance�Yes�Yes�Yes�No��Variable Bit Rate - Non-Real-Time - used for transaction processing applications.�Peak Cell Rate, CDVT, sustained cell rate, burst tolerance�Yes�Yes�Yes�No��Unspecified Bit Rate - uses best effort deliveries with no QOS guarantees.�Unspecified�No�No�No�No��Available Bit Rate - fair and rapid access to spare network capacity �Peak Cell Rate, CDVT, sustained cell rate�Yes�No�Yes�Yes��J.4.4  Standards

The idea of ATM has existed for about ten years. Standards are now being developed by the ITU (formerly the International Telegraph and Telephone Consultative Committee [CCITT]), the American National Standards Institute (ANSI), and the ATM Forum. The ATM Forum has approximately 170 ATM vendors as members and has existed since 1991. The charter of this organization is to promote interoperability among vendor products and to aid in the implementation of these standards quickly.  

Standards for ATM exist, including transmission rates. The 155-Mbps transmission rate complies with CCITT's/ITU’s SONET specification, the OC-3 structure and interface. It was the intention of the technology’s inventors to use SONET as infrastructure for ATM. In the last two to three years, ATM has emerged rapidly without the underlying SONET due to the expense in implementing both.

Other standards completed by the ATM Forum to date include the User-to-Network Interface (UNI 4.0) which defines signaling procedures, traffic management, andphysical layer interfaces including T1 at 1.544 Mbps; T3 at 44.736 Mbps (for LAN-to-WAN communications); Multimode Fiber at 100 Mbps; and OC-3 SONET interface at 155 Mbps.  The UNI is used for connecting end-user stations to a local ATM switch, as well as for connecting private ATM switches to the public ATM network. Other key specifications include private network-to-network interface (PNNI) which allows for vendor interoperability, circuit emulation, inverse multiplexing, LAN emulation, IP over ATM, and multiprotocol over ATM. Standards specifications are also being formulated for applications programming interfaces and link-level management and congestion control. As of June 1996, the ATM Forum had produced 62 standards specifications with 34 under development. 

The ATM topology is a star-wired, point-to-point configuration. Nothing precludes this topology  from being a multipoint or shared medium arrangement.  ATM supports multimedia services with the switching of voice, video, and data traffic through the same switch fabric. The interconnection of LANs is also supported through convergence and segmentation reassembly operations for connectionless data transfer.  Convergence services are provided for fixed bit rate video, variable bit rate video, and voice operations.

J.4.4.1  ATM Layers

Physical Layer.  The physical layer defines transport systems for SONET, T3, optical fiber, and twisted pair. SONET is the recommended infrastructure for implementing public ATM networks. SONET facilities and availability are limited, however, so the UNI recommends the use of DS3 and a physical layer definition similar to FDDI to provide a 100 Mbps private ATM network interface. OC-3 rates over single and multi-mode fiber along with low-speed (T1) is quickly becoming the defacto implementation for ATM.

The SONET physical layer functions are further subdivided into the Physical Medium Dependent (PMD) sublayer and Transmission Convergence (TC) sublayer.  The PMD is the physical medium and transmission characteristics of the SONET OC-3 (155.52 Mbps), using single-mode fiber (SMF) or multimode fiber (MMF). As bandwidth needs grow additional SONET physical medium specifications will be added to the PMD. The TC sublayer describes attributes that are independent of the physical medium. The TC sublayer generates and processes the overhead of the SONET frame structure and specific BISDN functions such as error checking a cell header, and inserting cell delineation information in the STS-3C frame.

Transporting ATM cells over existing DS3 facilities requires using a Physical Layer Convergence Protocol (PLCP), a subset of the PLCP defined for IEEE 802.6, and Bellcore TR-TSV-000773.  ATM cells are mapped into a DS3 PLCP, that is in turn mapped into the payload of a DS3 frame. DS3 PLCP mapping can begin anywhere in the DS3 frame. Twelve ATM frames, each preceded by four octets of overhead, are mapped into the DS3 PLCP frame. The overhead provides alignment and error control.  The ATM cell header contains the routing and control information used to transfer the information field through an ATM network as well as control information intended for the peer.

ATM Layer.  The ATM layer is primarily used for connection identifiers. The 48-octet information field contains one ATM Adaption Layer (AAL) Service Data Unit (AAL_SDU). The cell header contains the generic flow control (GFC), routing field, payload type (PT), cell loss priority (CLP), and header error check (HEC) fields. The GFC is a 4-bit field that provides standardized local functions such as quality-of-service and flow control. The routing field has a Virtual Path Identifier (VPI)/Virtual Channel Identifier (VCI) that is used to route the cell through the network. The total number of bits available for VPI and VCI subfields is negotiated prior to subscribing to the network. The PT is a 3-bit field used to show whether the cell contains user, connection management, or network congestion notification information. The CLP field is 1 bit.  When set to 1, the field may be discarded in the event of network congestion. The HEC is an 8-bit field used by the physical layer for finding and correcting errors in the cell header. The header validates the VPIs and VCIs and prevents cells from going to the wrong UNI. Cells received with header errors are discarded. Higher-layer protocols handle initiating lost cell recovery tasks.

ATM Adaptation Layer.  The ATM Adaptation Layer (AAL) is located between the ATM layer and the higher-layer protocols. The AAL provides services that are completely dependent on the user.  AAL is further subdivided into two layers: the Segmentation and Reassembly (SAR) and the Convergence Sublayer (CS). Several emerging technologies, such as IEEE 802.6 MAN and SMDS (discussed later in this report), use convergence and SAR functions similar to ATM. Each technology varies slightly in the use of this technique, both achieving the creation of a 53-octet cell. The CS provides services to higher layers across the AAL Service Access Point (AAL_SAP). CS fields detect the loss of data and perform other functions as needed by the higher-layer protocol. The convergence function accepts user traffic and appends a header and trailer to the information unit. The length of the header and trailer varies.

ATM uses convergence functions for connection-oriented and connectionless variable bit rate (VBR) applications. Isochronous services, such as voice, video, and high-fidelity audio are also supported. The convergence functions are used for designated constant bit rate (CBR) services.  Segmentation and reassembly are provided for data services that use protocol data units (PDUs) that differ from an ATM cell.  Convergence services give the ATM layer standardized interfaces. This layer then relays, routes, and multiplexes the traffic through an ATM network.  

The AAL can support different types of applications where timing is required between source and destination, bit rates are variable or constant, and the session is connection-oriented or has connectionless service requirements.  VBR applications use services that are data delimiting, provide bit error detection and correction, and provide cell loss detection.  CBR applications use source clock recovery and provide detection and replacement of lost cells.

To minimize the number of AAL protocols, four classes of service are defined to support either VBR or CBR applications. Class A uses a CBR connection-oriented mode, where the timing between the source and destination are required. Class A service is used for circuit emulation or CBR video.  Class B is a VBR service using a connection-oriented mode, where the timing between the source and destination are required. Class B service is used for VBR video and audio.  Class C is a VBR service using a connectionless mode, where the timing between the source and destination are not required. Class C service is used for connection-oriented data transfer.  Class D is also a VBR service using a connectionless mode, where timing between the source and destination are not needed. Class D service is used for connectionless data transfer (e.g., LANs).

J.4.5  Permanent Virtual Circuits

ATM is a connection-oriented service and requires the establishment of a connection between an origin and destination before data can be transferred. Permanent Virtual Circuits (PVCs) are the connections between logical or physical communications interfaces that are established by network management software or provisioning actions. Once made, they are left to continue indefinitely; hence, the term permanent. The physical connection is by wire or fiber (or wireless) and can take from minutes to days depending on the nature of the underlying infrastructure. They are common to ATM as well as X.25 and Frame Relay.

Connections can be and usually are “pre-mapped” through the network using basic procedures for PVC call setup. Links from end points are directed into a network made up of switches represented here by the cloud. The arrows are open pipes. Connections among end points are PVCs. Configuring a new PVC requires no changes in equipment. Redundancy can exist between end points.

J.4.6  Switched Virtual Circuits

Like PVCs, Switched Virtual Circuits (SVCs) are connections established between interfaces to transfer data. If control and signaling software or operator action is used to bring the connection up and down dynamically, it is known as a virtual circuit. SVCs are used in ATM, ISDN, X.25, and Frame Relay. The sequence of steps in establishing and tearing down an SVC is similar to how people make a simple phone call.  The advantages are the same as well, specifically allowing fixed resources to be shared in time by many users or devices. It is especially appropriate to data and video that is used intermittently across the network from many different sources and destination.

J.5  Public Service Offerings

J.5.1  ATM

ATM has recently become available as a commercial service. Evaluation factors for ATM carrier service include access speed (e.g., T1 or T3), pricing (e.g., usage-sensitive, flat-rate billing, sustained information rate), end-to-end connectivity, service class provisioning, and quality of service contracts..

Sprint and MFS Datanet were the first carriers to offer ATM services in the Washington, D.C. metropolitan area.

Table J-4 shows the Local Exchange Carriers (LECs), the Competitive Access Providers (CAPs), and others providing commercial ATM services at the beginning of this analysis. 

�Table J-4.  ATM Services�

LEC, CAP, or ISP�Service�Switch Vendor(s)��Ameritech�Planned�AT&T��Bell Atlantic�Trials�Siemens��Bell South�PVC and SVC�Fujitsu FETEX 150��GTE�Trials�SPANet, NEC NEAX 61E��MFS Datanet�Service�Newbridge 36150��NYNEX�Commercial Service�Fujitsu FETEX 150��PacBell�DS3 Service  �Newbridge 36150��SWBell�Testing�Newbridge��US West�Commercial Service�Newbridge, Fujitsu FETEX 150, Siemens��

The telecommunications and networking industry expects that ATM will become part of every carrier's infrastructure. Nearly all public carriers have already presented plans for offering the service. Meanwhile, service providers are constructing SONET and BISDN networks that support ATM switching. AT&T's BNS-2000 broadband network switch uses the ATM switching protocol to support SMDS for wide-area LAN applications. Other carriers are also offering ATM service trials and deploying the service across wider areas.

J.5.2  Frame Relay 

Bell Atlantic, the RBOC for the Baltimore and Washington  metropolitan areas, provides Frame Relay Service (FRS). The Bell Atlantic FRS is a data communications service that provides connectivity between widely distributed locations. This connectivity is provided via PVC connections implemented across facilities using a switch dedicated to high-speed data services. Frame Relay is used for high speed, inter-premise connectivity to connect multiple locations, within a LATA, via a subscriber network access line (NAL).  

A NAL is a dedicated digital line which uses the Frame Relay UNI standards. This line would provide the connection from a customer site to the telephone company hub or service wiring center. The effective data rate of this line is 56/64 Kbps for narrow band access and 1.538  Mbps for wide band access (T1). Each NAL is assigned at least one PVC. MD SHA can opt to subscribe to multiple PVCs. Multiple PVCs are implemented using address mapping which would enable MD SHA to have multiple virtual connections to various locations. A PVC is an FRS virtual connection between two customer locations. The call is set up by a service order rather than by dial-up signaling. 

�FRS consists of the following:

�SYMBOL 183 \f "Symbol" \s 10 \h�	One Frame Relay Subscriber NAL from anysite to the central office equipped with a Frame Relay switch.

�SYMBOL 183 \f "Symbol" \s 10 \h�	One Frame Relay PVC connection assigned to the Frame Relay NAL.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Formation of the initial address map.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Unlimited usage.

The service itself consists of transporting Frame Relay data units, within a LATA, from one subscriber NAL to one or more different subscriber NAL(s). Each Frame Relay data unit is delivered unchanged from the source to the destination.

Some optional features available with the service include the following:

Additional PVCs for each Subscriber NAL - Provides the assignment of additional PVCs to the Subscriber NAL. The Telephone Company may limit the number of additional PVCs to be assigned.  

Group Address - Allows customers to send a single data unit to several intended recipients. The recipients are identified by the assignment of a group PVC used as the destination for the Frame Relay unit.  

Committed Information Rate (CIR) - The CIR provides a mechanism for sites to prioritize critical data on a PVC basis across a selected NAL. A customer would have to elect to reserve bandwidth for high priority applications on a per PVC basis. The CIR is limited by the bandwidth of the subscriber NAL. This feature allows all users to maintain the capability to transfer data within their CIR without potential packet data discard due to network congestion.

The customer is responsible for providing any required routers, Data Service Units (DSUs), or CSUs and the cable connection from the LAN to the Frame Relay interface. 

Frame Relay can be combined with ISDN Supplemental Services and/or ISDN back-up services.

J.5.3 Switched Multimegabit Data Service (SMDS)

Bell Atlantic also provides a service called the Switched Multimegabit Data Service (SMDS). SMDS is a high-speed, connectionless, packet-switched data service, allowing for the interconnection of LANs and computers across a wide metropolitan area.  SMDS is implemented regionally, and national carriers may not have inter-LATA links between locations. Many of the carriers have plans to offer frame relay and progress directly to ATM.

SMDS would allow interconnection of multiple premises within a LATA via a subscriber NAL (SNAL) from a customer site to the telephone company hub or wiring service center. An SMDS SNAL is a dedicated digital line, using the SMDS Interface Protocol (SIP). The maximum effective transfer rate for this service is between 1.17 Mbps (DS1) or 34 Mbps (DS3) rates.  

Each SNAL is assigned at least one SMDS address, with a maximum of up to eight addresses, that identifies a unique SNAL. Each SNAL may have one address screen associated with it. The address screen is used to enforce restrictions on the delivery of SMDS data units from particular sources and the transmittal of SMDS data units to particular destinations. The address screen contains a list of up to 128 individual addresses and group addresses. Customers have the option of designating the screen as either a list of addresses allowed or disallowed to send to or receive from. 

The following terminology is used to describe an SMDS network.

�SYMBOL 183 \f "Symbol" \s 10 \h�	SNAL - The Subscriber Network Access Line represents the point at which the customer provided equipment (CPE) interfaces to the network supporting SMDS. At this interface point the CPE connects to a dedicated digital line which terminates on the SMDS switch. Only data originating from or destined for CPE belonging to a particular subscriber is transported across the line. 

�SYMBOL 183 \f "Symbol" \s 10 \h�	SIP - The SMDS Interface Protocol defines how the CPE communicates with the SMDS network across the SNAL.

�SYMBOL 183 \f "Symbol" \s 10 \h�	SMDS Address - Identifies a single, unique, SNAL. This address assignment is a unique 10-digit number, followed by a prefix 1, structured according to the CCITT Recommendation E.164 and the North American Numbering Plan (NANP).

Basic SMDS service consists of the following:

�SYMBOL 183 \f "Symbol" \s 10 \h�	One SMDS SNAL from any customer site to the telephone company central office (CO) specifically equipped with an SMDS switch.

�SYMBOL 183 \f "Symbol" \s 10 \h�	One SMDS address assigned to the SNAL.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Formation of the initial address screen.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Unlimited usage.

The basic service consists of transporting SMDS data units within a LATA from one SNAL to one or more SNAL(s). Each SMDS data unit is delivered unchanged from the source to the destination(s).  

The following optional features are available.

�SYMBOL 183 \f "Symbol" \s 10 \h�	Additional Address Per SNAL - This feature provides the assignment of additional SMDS addresses (more than one address) to the SNAL. Each SNAL can have up to eight addresses.  

�SYMBOL 183 \f "Symbol" \s 10 \h�	Group Address - This feature allows customers to send a single data unit to several intended recipients. The recipients are identified by a group address, used as a destination address by the SMDS data unit. A group address comprises up to 20 individual addresses. Any particular group address may be identified by up to seven group addresses.  

Terminal equipment, routers, CSUs, and/or DSUs, are provided by the customer.  The telephone company's responsibility is limited to the furnishing of the data communication facilities suitable for digital SNAL and for provisioning the SNAL to the customer network interface.

J.6  Other Telecommunications Services 

J.6.1  ISDN

ISDN can be implemented in several different ways at different bandwidths on different platforms for different applications and configurations. One of the major benefits to using dial-up ISDN is that customers only have to pay for what is used to establish remote connections that can meet or exceed dedicated line speeds (Fractional T1 for example). Most equipment vendors currently support data transfer at Switched 56/64 Kbps rates. A circuit switched or digital dial-up network enables links to form on demand for the duration of a dial-up session. The links act as open pipes. Within a region of service, the cloud includes the end points. A link can be established within seconds. Redundant paths exist between the end points. Communication between end points and within a statewide reqion means that the number of links must grow beyond the number of end points.

ISDN is now being offered by some RBOCs in two basic forms:  ISDN Basic Rate Interface (BRI) and ISDN Primary Rate Interface (PRI). ISDN BRI is a digital dial-up service which provides two 64-Kbps bearers, or B channels, and one 16-Kbps D channel used for signaling. The B channels can be configured to handle voice or data, usually in data intensive applications. A 128-Kbps data stream is split between two B channels and reassembled at the other end using inverse multiplexers. One of the B channels may also be used for voice, while the other is used for data. The D channel can also carry X.25 data. ISDN PRI provides twenty-three 64-Kbps B channels and one 64-Kbps channel for signaling. PRI is not currently available from Bell Atlantic. Tariffs specifications and pricing as well as approval from the FCC and state regulators are now under development.

A third form of ISDN is the broadband ISDN, or BISDN. BISDN is currently under development and unlikely to be available before the Year 2000. BISDN will run at rates of at least 45 Mbps and will probably be used mostly for video applications.

The following equipment is required when ISDN service is used.

�SYMBOL 183 \f "Symbol" \s 10 \h�	NT1 - Network Termination and Supply Module

�SYMBOL 183 \f "Symbol" \s 10 \h�	ISDN Terminal Adapter (when used directly from an end computer)

�SYMBOL 183 \f "Symbol" \s 10 \h�	ISDN Telephones

�SYMBOL 183 \f "Symbol" \s 10 \h�	ISDN Bridges or Routers (when shared via a LAN)

The Network Termination and Supply Module converts the two wire cables from the telephone company central office (RJ-11 phone jack) to four wire cables used by other ISDN equipment. The NT1 provides required echo canceling and multiplexing. The four-wire side of the NT1 is connected to an ISDN terminal adapter. Northern Telecom's adapter plugs into the phone line, and allows the use of one of ISDN's two channels for voice transmissions and the other for data in situations where ISDN is used directly from a PC.

The ISDN Terminal Adapter converts the ISDN signal to one suitable for a serial line, an ISDN phone, an ISDN bridge or router, or an ISDN-ready workstation. More expensive terminal adapters provide automatic connect and disconnect in response to service requests and inactivity and dialing of multiple numbers simultaneously for conference calls. Bridges and routers can also be used to support an ISDN network. An ISDN interface (typically a serial interface for the router) is provided on one side and an Ethernet or other network protocol interface is located on the other side. Many of the bridges/routers provide a means of automatically connecting or disconnecting from the service (the same features found on the more expensive terminal adapters). These products can also work with third party inverse multiplexers that can group two B channels (64 Kbps) together to create a single 124-Kbps channel. 

J.6.2  Dedicated Private Services - T1, DS3, and DDS

Bell Atlantic can provide Digital Data Services (DDS) in MD ranging in rates from 2,400 bps through 64 Kbps and T1 rates at 1.54 Mbps to DS3 rates at 45 Mbps.  T1, DS-3 (T3), and DDS services are considered dedicated private services where the links are permanent and open pipes. Installation of this service can take days, weeks, or even months. A failure at one of the link's end points can disrupt data operations unless a redundant link is installed. If there is a requirement for peer interaction at the end of the links, then the number of point-to-point links quickly outnumbers the quantity of end points as the network increases in size. Installation or nonrecurring charges for DDS vary and depend on the number of lines requested, line speed (2.4 through 64 Kbps), and mileage. Mileage charges vary by the mile.
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