2.5  CHART Use Case Analysis

The manner in which the CHART system will be used significantly affects the definition of candidate communications architectures.  A use case scenario is a method of determining the human activities involved in an operations process thereby enabling information processing requirements to be derived.  It identifies the target function or mission, captures the information required by each person to accomplish their mission, outlines necessary interaction with an information processing or technology system, and superimposes these along a timeline of events.  This section describes the use case scenarios developed to aid CHART data flow analysis.

2.5.1  CHART Program Stakeholder Validation

The CHART program can be successful only if it supports the needs of its stakeholders, operators and, above all, its primary customers: the citizens of and visitors to the State of Maryland. The SHA Program Manager identified the persons and organizations listed in Table 2-6 as CHART program stakeholders. All of these stakeholders were interviewed for the use case analysis.

Table 2-6.  CHART Program Stakeholders

Name�Stakeholder Organization��Donaldson, Gene �Montgomery County DOT��Goepel, Charles �DGS/SHA Fiber Optic Resource Sharing Program��Jacobs, Tom �FHWA Maryland Division��Jones, Bill �FHWA Headquarters, ITS/JPO��Kassoff, Hal �SHA Administrator��Kuciemba, Steve �SHA ITS Division��Lechowicz, Sharon �MdTA ITS Programs��McMichael, Lee �SHA SOC Team Manager��McVey, Jerry �SHA Senior ITS Systems Engineer��Rossbach, David �SHA Senior Weather Systems Engineer��Watson, Tim �SHA Communications Division��Zezeski, Mike �SHA Traffic Development and Support Division��2.5.2  Use Case Validation

For each CHART use case scenario, ITS users and operators, their location, and devices were identified and scenarios derived from the high-level CHART functional requirements.  CHART users and operators were then asked, as a group, to define how the interaction between users and devices occur over time for each scenario.  This process helped identify how the communications network could best meet CHART goals.

Formal use case meetings were convened with SHA management, SHA personnel, and ITS consultants during the early phases of the study to determine specific information processing activities that would occur in conjunction with the CHART system and devices.  At the first formal use case meeting (held on 16 November 1995), consensus was reached that the use case scenarios, identified in Table 2-7, reflect CHART field traffic management device use, accurately identify CHART users, are appropriate CHART scenarios, and reflect CHART goals.  Attendees and significant results of the meeting are addressed in Apppendix A. 

Table 2-7.  Initial Use Case Scenarios

Use Case�Description��Incident Management �Incident detection, verification, response, clearance, & restoration.��Weather/Emergency Evacuation�Public awareness during a winter storm or other emergency.��Construction Management�Public awareness of construction site locations��Special Event Management�Public awareness of heavy traffic areas due to an event��Traffic Management �Traffic management during recurring, rush hour traffic.��

Table 2-8 identifies CHART field traffic management devices which were identified for inclusion in the use case scenario analyses.  Table 2-9 identifies the users and/or decision authorities which were considered during the use case analyses.

Table 2-8.  CHART Devices

Traffic Management Devices�Traveler Information Devices��CCTV�Stationary VMS��Traffic Monitoring Devices (e.g. radar)�Portable VMS��Pavement Sensors�Stationary TAR��Weather Information Stations�Portable TAR��Surface Street Control (e.g., signals)�Dynamic Traveler Alert Signs��

�Table 2-9.  CHART Users and Authorities

Traffic Operations Authorities�Maryland Modal Headquarters��Statewide Operations Center (SOC)

Alternate Operations Center (AOC)

Traffic Operations Centers

SHA District Offices

SHA Maintenance/Radio Shops

Maryland State Police Barracks

SHA Emergency Response Units�State Highway Administration

Maryland Transportation Authority

Maryland Department of Transportation

Mass Transit Administration 

Maryland Ports Authority

Motor Vehicle Administration

Maryland State Police��State Government�County and Local Government��Governor’s Office

State of Maryland Legislature�County Governments

Montgomery County Transportation Authority��CHART Knowledge Base Users��US Department of Transportation

I-95 Corridor Coalition�Radio and Television Media 

Traveling Public (Park & Ride Kiosks)��

SHA field personnel were invited to attend the second formal use case meeting held on 29 November 1995.  The attendees and significant results of the meeting are addressed in Appendix A.  The field personnel were asked to provide feedback on interaction with CHART devices, displays, and systems and further validate the use case scenarios.  Based on SHA field personnel feedback, the use case scenarios were significantly modified.

Preliminary use case analysis results were presented to the CHART Steering Committee and the CHART Board.  The Board concurred that Construction Management should be included as part of the Special Event use case rather than as a unique use case.  Four Use Cases, identified in Table 2-10, were approved by the CHART Board for extended analysis.

Table 2-10.  Approved Use Case Scenarios

Use Case�Description��Incident Management �Incident detection, verification, response, clearance, & restoration.��Weather/Emergency Evacuation�Public awareness during a winter storm or other emergency.��Special Event Management�Public awareness of heavy traffic areas due to an event or construction��Traffic Management �Traffic management during recurring, rush hour traffic.��After the use case scenarios were reviewed and approved by the CHART Board, high-level data flows from the field devices to the sites and between sites were developed, through interviews with knowledgeable traffic management professionals and conducting research.  These high-level flows were extensively analyzed to derive additional CHART communication requirements.  Table 2-11 identifies the traffic management professionals who were interviewed.

Table 2-11.  Use Case Scenario Interviews

Name�Representing�Interview Date��Dillard, Preston�DGS�17 Oct 95��Donaldson, Gene�MCTMC�2 Nov 95��Goepel, Charles�DGS�17 Oct 95��Jacobs, Tom�FHWA Maryland Division�16 Oct 95��Kuciemba, Steve�SHA ITSD�24 Oct 95��Lechowicz, Sharon�MdTA AOC�18 Oct 95��Marquess, Alvin�SHA�10 Nov 95��McMichael, Lee�SHA SOC�19 Oct 95��McVey, Jerry�SHA OOM�3 Nov 95��Rossbach, Dave�SHA SOC�3 Nov 95��Watson, Tim�SHA OOM�24 Oct 95��Zezeski, Mike�SHA TDSD�19 Oct 95��The data flows included, for example, how weather and pavement condition information would be consumed, how CCTV would be used, what type of CCTV would be applicable, quality and timeliness of video transport, which facilities would require video monitoring and the number of monitors that would be simultaneously viewed in each facility, provisions for selecting images and arbitrating camera unit P/T/Z, and what would be viewed (e.g., incidents, road and/or weather conditions, roadside maintenance objects, etc.). 

The use case data flows are illustrated by Figures 2-2 through 2-5. In these illustrations, CHART consumers and management authorities are shown in the left-most column.  Field sensors and traveler information devices are shown across the top row.  The boxes represent CHART processing or control functions.  The labeled arrows pointing into a box represent sources of information.  Arrows pointing away from a box go to a consumer of the processed information.

��

Figure 2-2.  Incident Management Use Case Schematic

�

Figure 2-3.  Weather/Emergency Evacuation Use Case Schematic

�

Figure 2-4.  Special Event Management Use Case Schematic

�

Figure 2-5.  Traffic Management Use Case Schematic

�2.5.3 Use Case Analysis Results

2.5.3.1  Information Flow

Two types of information flow were identified during the analysis: SOC-centralized and decentralized. SOC-centralized flow refers to devices which are monitored primarily by the SOC.  These devices include ATRs and detectors.  Decentralized flow refers to devices which are monitored by multiple sites.  These devices include VMSes, TARs, dynamic traveler alert signs, CCTV cameras, and pavement and weather sensors.

Bell Atlantic, TCI, MCI, MFS, Sprint, TCG (Teleport Communications Group), GTE, and APC (American Personal Communications) were provided spreadsheets that listed CHART traffic management device locations throughout Maryland plus the estimated bandwidth requirements to support the devices.  The vendors were asked to identify service offerings and rough order of magnitude pricing that would be beneficial to CHART.  The bandwidth requirements were based on use case data flows and device characteristics.

2.5.3.2 Network Services

Six specific functional services were identified:

Monitor the ATRs and detectors.

Monitor pavement and weather sensors, and distribute information to SCAN servers. 

Program and audit VMSes, dynamic traveler alert signs, and TARs.

Arbitrate and hand-off P/T/Z camera control.

Select, view, and P/T/Z cameras.

CCTV image distribution.

2.5.3.3  Media Requirements

Maryland roadway travelers are the primary customers of CHART, and the primary means of disseminating CHART information to the travelers is via the communications media–television, radio, and newspapers.  Newspapers are acceptable media to disseminate information about long and short term CHART roadway construction and maintenance projects.  However, television and radio are the primary means to disseminate real time CHART information.

Alex Likowski, of News Channel 8, was interviewed by Charles Goepel, DGS, during September 1995 about CHART video distribution to Washington, DC area television stations.  Mr. Likowski indicated that television (TV) broadcasters prefer NTSC (analog) video feeds for their broadcasts.  When there are multiple video signals to choose from, the TV broadcasters prefer raw video signals – dedicated versus switched – that they can select for their broadcast.  Mr. Likowski said that the TV broadcasters normally get their video feed via a dial-up video switch located at a video hub in a Bell Atlantic central office on 12th Street, NW.  The video switch permits them to choose which signal they want to broadcast.  He also commented that VDOT and Montgomery County currently provide continuous and uninterrupted video feeds.

When asked about their preferences for receiving CHART video, Mr. Likowski said receiving the Washington area video feed from the CHART University of Maryland, College Park, SONET hub location is preferable.  Washington area broadcasters can then avoid paying long distance transmission fees because Bell Atlantic has [wideband] connectivity there.  He also said that if Washington area TV broadcasters cannot get all Washington area CHART video signals simultaneously, they would like to have unswitched dedicated traffic hot spot video feeds (unless preempted by emergency) for the most troublesome traffic congestion areas.  If a different hot spot must be viewed by the State, they would like to be notified by fax.  Finally, Mr. Likowski said that Washington area TV broadcasters would also like to have online access to TravView.

2.5.3.4  Facility Requirements

Table 2-12 summarizes the required capabilities per site as found during the Use Case analysis.  The number of simultaneously viewed camera images is provided as a worst case sizing requirement for bandwidth into these facilities that the telecommunications network must support.  Actual installation of multiple CCTV monitors into Shops, District Offices, and TOCs will be determined by available facility space and budget.

The terms metropolitan (metro for short) and rural, were adopted to differentiate between facilities that will serve as collection points for CCTV images and those that will not.  Because CCTV camera sites are located only on the densely traveled corridors in the urbanized regions of the state, the facilities in rural regions will not collect nor view video.  The following definitions were developed:

Metro District - An engineering district that has CCTV sites.  The District HQ and other facilities are used as connection points into the CHART network for the CCTV sites assigned to each facility.

Rural District - An engineering district with no CCTV sites.

Metro Shop - A shop or garage in a metro district which has CCTV sites assigned to it.

Rural Shop - A shop or garage with no assigned CCTV sites.  By definition, there can be no metro shops in rural districts.  However, a small number of rural shops are in the outlying regions of the metro districts.

�Table 2-12.  Site Capabilities

�Select, View, & P/T/Z Cameras

(Simultaneously)�Arbitrate  Camera Control�Monitor Pavement & Weather Sensors�Program VMS, TAR, & Traveler Alert Sign�Monitor ATRs & Detectors��SOC/EOC�Any 16, statewide. 

AOC sees same images as SOC.�All �All�All�All��AOC Ft. McHenry Tunnel�Up to 5 images at high bandwidth. Low bandwidth tour during non-incident times.�All devices, only during disaster recovery

��TOCs (College Park, Essex/Golden Ring, Mont. Co.)�Any 7 within area of control. 

TOCs, Districts, & Shops can view different images.

Up to 5 images at high bandwidth. �N/A�N/A�All devices within area of control.�N/A��Metro Districts�P/T/Z only after SOC arbitrates  �N/A�

 �N/A�N/A��Metro Shops�control.

Low bandwidth tour during non-incident times.�N/A��N/A�N/A��Rural Districts�Any one within area of control. Districts, & Shops can view different images.

Only 1 image at high bandwidth. 

P/T/Z only after �N/A�All devices

within area of 

control.�District 6 only, all devices within area of control.�N/A��Rural Shops�SOC arbitrates �N/A��N/A�N/A��MSP barracks �control.

Low bandwidth tour during non-incident times.�N/A�N/A�N/A�N/A��Media�View only, up to 15 images, all at low speed.�N/A�N/A�N/A�N/A��

2.5.3.4.1  General Facility Requirements

In general, this part of the Use Case analysis yielded the definition of a much more decentralized communications and control system for CHART than previously identified.  Personnel at both District Offices and Maintenance Shops require the capability of monitoring CCTV images. Presently, personnel are available to perform this function since someone is assigned to monitor radio communications. 

Districts require monitoring so that they may respond to inquiries from the agencies, public, and the media.  They are typically the point of contact on status and are directly notified of incidents by MSP in rural areas.  It was noted that in some cases, the media has the image and District personnel do not.  Currently the District offices have no interaction with CHART systems at the SOC or CCTV cameras.  

2.5.3.4.2  Detection and Response

Shops require monitoring to validate road conditions and to better determine the nature of an incident so that the proper response can be made.  District and Shop personnel indicate that cameras may reduce the number of snow scouts and route supervisors but never replace them.  This is due to some road conditions that cannot be determined by video of any quality.  Two modes of camera monitoring are required by Districts and Shops: a preset “tour” of images and a fixed full-view of a single camera upon demand.  No requirement for presets was mentioned by SOC personnel.

The MSP requires monitoring of cameras at designated barracks as an aid to the duty officer, who is the first line of notification for incident management functions.

2.5.3.4.3  SOC/AOC

The SOC should be able to select from any camera image and have simultaneous monitoring capability for up to 16 images.  This number is sufficient for viewing at least three images at five locations plus one additional image.  Three images would include one image on-incident, one upstream, and one downstream.  Up to five of those images could be increased to a higher resolution during incident response.  The AOC also should have the capability to simultaneously monitor any of the 16 images being monitored at the SOC. 

Currently, the SOC can only select a limited number of images to monitor based on the number of existing and operational CCTV sites.  They also do not have CCTV camera control for all sites at this time.  In the future, according to the CHART vision and deployment strategy as described by CHART stakeholders during the interview process, images will be selected based on exceptions from traffic monitoring devices indicating troublesome speed drops or, alternately, #77 or other verbal reports.  At this point, several appropriate CCTV sites and cameras have been identified, brought online to the available monitors at the SOC, and used for incident verification. This capability was not demonstrated and no estimate of the operational usefulness was available.

2.5.3.4.4  Year-Round TOCs, Metro District Offices, and Metro Maintenance Shops

Year-round TOCs, metro shops and metro districts should be able to simultaneously view any seven cameras at low bandwidth in their geographic area.  Five of those seven images can be increased to support higher resolution during incident response.  Monitoring of those cameras outside facility boundaries is considered desirable but not essential.  These facilities will be able to select any camera to view at any time.  However, the SOC and TOCs have precedence, in that order, for P/T/Z control of any specific camera.  Each of these locations will have one or more CHART workstations to facilitate their camera view selections.

�2.5.3.4.5  Rural District Offices (including Seasonal TOCs), Rural Maintenance Shops and MSP Barracks

MSP barracks, rural shops, and rural districts, including seasonal TOCs (Districts 1 and 6), should be able to view any one camera at low bandwidth in their geographic area.  This single image can be increased to support higher resolution during incident response.  Monitoring of those cameras outside facility boundaries is considered desirable but not essential.  These facilities will be able to select any camera to view at any time.  However, they must contact the SOC to receive P/T/Z control of any specific camera.  Viewing requirements for seasonal TOCs (District 1 and District 6) will remain constant throughout the year.

2.5.3.5  Camera Bandwidth, Selection, and  Control

Table 2-12 provides camera selection, viewing, and control requirements for each site. Specific bandwidth requirements for the cameras will be determined in the technical architecture phase of this study, but several assumptions can be made about the anticipated required bandwidth per camera.  Cameras will require at least 384 Kbps, the current required bandwidth.  During the technical architecture phase, the ability to increase resolution by increasing the bandwidth to individual cameras around an incident will be explored.  Bandwidth could increase from 384 Kbps to 1.544 Mbps or to 5 Mbps.  To conserve overall network bandwidth, not all images will support the higher bandwidth simultaneously.  

Primary control (P/T/Z) of all CCTV units will be provided by the SOC 24 hours per day 7 days per week.  The SOC will automatically coordinate a handoff of camera control to the respective TOC, District, or Shop after initial incident detection. (MSP Barracks did not ask for P/T/Z capability.)  A facility control hierarchy  has been mandated and only one site shall have camera control at any time; for example, TOC overrides District and Shop control.  Camera control arbitration software will prioritize control requests in a SOC-TOC-District-Shop order and will automatically rescind control from a lower level when control is requested by a higher level.  When this occurs, the CHART workstation losing camera P/T/Z control will automatically be notified via an appropriate on-screen message.  The media requires prior notification for altering or otherwise interrupting images that are being provided to them in real-time.  Images that may eventually be provided on the SHA WWW Home Page will be controlled by the SOC only. 

As the designated SOC backup site, the AOC will have the same control and arbitration priorities and capabilities as the SOC.  However, the AOC will arbitrate camera control only when it is actively functioning in disaster recovery mode due to a communications failure at the SOC.

2.5.3.6  Monitor Pavement and Weather Sensors

The SCAN weather sensor system currently operates using Windows NT servers in each District office.  The server polls each installed sensor location in that District and enables upload of requested information to the server periodically.  District servers then upload all sensor data to a server located at the SOC for display.  RMEs currently have dial-up access to District servers (as well as individual sensors).  This mode of operation, with its resulting connectivity and data flow requirements, is assumed to remain constant for full device buildout. 

Year-round TOCs and MSP barracks will not have direct access to the SCAN system information.  The AOC will be able to monitor pavement and weather sensors only when acting as the disaster recovery site for the SOC.

2.5.3.7  Program VMS, TAR, and Dynamic Traveler Alert Sign

The SOC has primary control of all programmable devices (i.e., VMSes, TARs, and Traveler Alert Signs), except for those located in District 6.  The District 6 headquarters office will have primary control of the programmable devices located in the district.

With the exception of the MCTMC TOC, the year-round TOCs have secondary control of all State-owned programmable devices in their area of responsibility.  However, by agreement, the MCTMC and Baltimore County program all traffic signals in their respective jurisdiction.  The SOC will coordinate the hand-off of device control to the respective TOC when requested by the TOC.  The AOC has the smae control capabilities to program these devices, but does so only when acting as the disaster recovery site for the SOC.

2.5.3.8  Monitor ATRs and Radar Traffic Monitoring Devices

The SOC will monitor all ATRs and radar traffic monitoring devices.  For a SOC-centric CHART architecture, the SOC will be responsible for polling these devices on a regular basis, receiving and analyzing their information, and informing other SHA facilities of pertinent information.  For a distributed CHART architecture, computing and communications equipment to poll these devices will be located at SHA facilities across the state.  Thispolling equipment will pre-process the information from the field devices and pass it on to the SOC.  The AOC will be able to monitor these devices only when acting as the disaster recovery site for the SOC.

�2.6  Network System Requirements

2.6.1  Reliability and Availability

2.6.1.1  Availability

The availability requirement of the CHART network is driven by the most stringent public safety components of the system: the capability to program VMSes, TARs, traffic signals, and operability of the statewide radio network.  It has been determined that among these components, programmability of VMSes is considered the most critical.  The desired availability is 99 percent, meaning that the maximum allowable downtime per year (one percent) is 87.6 hours during continuous 24 x 7 operations.

2.6.1.2  Mean Time To Repair (MTTR)

The mean time to repair (MTTR) a network failure such as a malfunctioning VMS   includes the time to detect a failure, diagnose the cause of the failure remotely if possible, travel (if necessary) to a site or facility, validate the initial diagnosis (or diagnose) the cause of failure and repair the failed element.  Rush “hour” lasts approximately four hours, and lane closures are not permitted during this time period.

The network will fail randomly. Some of these failures could occur during rush hour.  Some could occur outside of rush hour at locations within Maryland that are hours away from the SOC. (It  can take three hours or more to travel from the SOC to far western Allegany County and beyond.)   Therefore, on occasion  it could take up to four hours just to reach the failed field site or facility before any repair work can begin.  For these extreme cases, the total elapsed time from network failure to repair will exceed four hours.  However,  the MTTR must not exceed four hours over the network life cycle.

2.6.2  SOC Disaster Recovery

The AOC has been designated as the SOC disaster recovery site should the SOC fail due to extended loss of external building communications or conditions (e.g., fire, sprinkler discharge, power failure) which can cripple the facility.  The AOC should be operational with most SOC capabilities within 12 hours of the failover decision.  During the 12-hour period the SOC is unavailable, contingency traffic management operations could be assumed by the TOCs and District Offices on a regional basis.
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