Section 3 - Technical Alternatives





This section presents alternative technical architectures considered for the SHA/CHART network, describes options that relate them for costing purposes, and discusses how and why they were developed.  An overview of applicable technologies and how they are incorporated into the options is also provided.


3.1  Technical Alternatives Development


3.1.1  Technical Architecture


No simple and accurate approach exists to predict the cost of implementing a complex communications network. Simplicity and accuracy must, therefore, be balanced in the pursuit of management information intended for decision support purposes. In July 1995, potential CHART communications costs were estimated at $10M to $100M, depending on the network concept and technology. The danger involved in pricing a communications network as large as CHART is that there is very little margin for error  in calculating and establishing component costs. Seemingly minor errors could have severe and far-reaching implications. For this reason, this analysis includes cost estimations based on the notion of technical architectures. 


The technical architectures include several elements that help to describe how the network functions. These elements include: 


A profile of standards and technology that meet the need for communications


Representative electronics, equipment, fiber optics and/or leased circuit types that fit that profile


Relative placement and interconnectivity of the ITS devices and electronics within CHART facilities


Incorporation of the technology into the communications network


One or more network options are developed based on each of the technical architectures and the method used to obtain them - either lease, build, or a mixture of both. These options are then costed over the ten-year life cycle. The options are described using geographical, physical, and logical views.


Essentially, the first technical architecture development step transforms the requirements into a tangible cost for comparative analysis. 


3.1.2  Alternatives Development


Given the notion of technical architecture and subsequent development of network cost options, it was important to develop those options such that they would provide meaningful information in addition to a price tag. The following sections further describe the critical issues introduced in Section 1.2 that were the subject of debate within both management and technical spheres of interest throughout this analysis. Specific options are developed in direct response to these issues. Through comparison of the results, the most cost effective and technically effective communications alternatives for the CHART program are produced, as well as the lowest cost option.


3.1.2.1  Build vs. Lease


Perhaps the most critical issue posed by SHA when commissioning this analysis was to examine whether to lease or build CHART communications infrastructure. “Lease” is defined here as the leasing on some recurring term by SHA of either wireline or wireless telecommunications service from a commercial services provider. Data communications equipment required at the customer’s premises in order to terminate a leased service and other equipment and electronics were considered part of an equipment acquisition as opposed to part of a lease. Essentially one or more telecommunications circuits were considered as the object of lease that comprised some or all of the communications transport capacity for an option. The lease options are presented in Section 3.2.1.


“Build” was defined here to consist of construction funded by SHA, necessary to install and own communications transport infrastructure.  This included acquisition of fiber optic cable, conduit, splicing and termination electronics, other supporting materials and facilities, and the installation of these materials. Direct access to the existing MCI/TCG fiber optic cable of an ITS device was also considered to be part of a build scenario. Data communications equipment placed in the field or in a facility was not considered part of this construction but included and costed in the options as an equipment acquisition.


Given the above lease and build definitions, options that included both methods of obtaining communications transport capacity were termed “hybrids."


The network of roadways in Maryland designated as part of the CHART coverage area spreads across the entire state. It encompasses two major metropolitan areas north and south, a smaller population center to the west, and a heavily traveled tourist path eastward, to the ocean. Traffic volume, expectations for increases in volume, recurring congestion, and incidents that cause nonrecurring congestion vary by major geographic area and even from roadway to roadway. 


SHA ITS planners have carefully determined ITS device sites and inter-device densities for each major geographic area, roadway, and intersection. The question of build or lease was determined on an individual basis, as opposed to an across-the-board decision affecting CHART communications for the entire state. 


The most cost-effective strategy for major CHART routes was based on the available communications options. The options were assembled by allocating individual Maryland road segments to either be leased or built, and then appropriately combining these allocations to form viable networks.  The various costs involved were then accumulated accordingly.  Factors considered in the allocation included each route’s respective ITS device density, the priority for installation of device sites, the proximity of the route to major metropolitan centers, and the options available for placement of major communications equipment at various SHA sites and facilities within the state. Multiple combinations of roadways were used with an increasing number of centerline road miles for this series of options. This allocation defines Hybrid options presented in Section 3.2.2.


3.1.2.2  Cost-effective Use of Fiber Optics


At the time of the analysis, SHA had not extensively used the 75 miles of roadway with existing fiber optics (obtained via resource sharing) for permanent CHART communications. Several alternatives are being considered for its use, however, such as attaching CHART CCTV and other device sites along the ROW to transport data and video via analog or digital means to the SOC. Fiber optics would be used as a point-to-point, physical conduit for device communications. 


The ROW and resulting communications capacity is a valuable commodity (estimated at $18M), so judicious and cost-effective use of it was considered paramount. The existing fiber optics represent useable physical conduit but connecting to it incurs costs. This is especially true in some areas along the ROW where conduit is placed in a non-improved section. The intent of the options development in this case was to evaluate the connection costs and compare them to other possible uses of the fiber optics, in addition to direct device connection. 


The telecommunications industry traditionally uses fiber optics to quickly transport large amounts of information over long distances (with significant research funds going into increasing the quantity, speed, and distance). Therefore, long-haul transport was considered in the technical architecture for portions of roadway where fiber optic capacity exists or could be installed by SHA. MCI/TCG fiber optics capacity already terminates at three SHA locations (Route 40 Radio Shop, Brooklandville District Office and SOC); therefore, access to it at these locations is free. For this reason, the options were constructed to consider costs and feasibility of transporting data and video from field sites on the ROW via leased circuits (in this case to Brooklandville) and accessing the fiber optic capacity via SHA-acquired switching equipment. A tradeoff was set up between 1) connection costs in the field to the fiber; and 2) costs for connection to the commercial provider’s point of presence (POP), circuit lease, and equipment for SHA facilities. In contrast to use of fiber as a physical conduit for each ITS device to the SOC, this concept considers use of the fiber optic capacity for data and video from many devices. Higher utilization of each mile of the fiber optics might be achieved this way, and costs might be lower. 


The tradeoff described above is one factor used to define variations to the Hybrid options described in Section 3.2. The variations consider direct connection to fiber optics of CCTV sites only, as well as direct connection for all device sites. This is done for all segments of roadway where existing fiber optics are available or will potentially be constructed by SHA.
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3.1.2.3  Communications Topology


The concept of communications topology as regarded in this analysis refers to the physical connection of CHART devices and facilities for communications purposes. It is also a convenient way to treat the issue of additional expense required to provide CHART video to all of the CHART facilities in addition to the SOC.


Another aspect of topology is that of data storage and processing. This is technically a more subtle issue involving the information systems as well as communications. They are inexorably meshed and each can impact cost of communications, since local processing can decrease the need for communications bandwidth upstream. The goal is to plan for both to be done in a cost-effective way and to provide for timely and accurate collection and management of the devices’ data. 


Generally, two discreet alternatives are available: centralized (i.e., a physical star) and decentralized (i.e., a tree hierarchy or mesh arrangement). Physical topology was considered for CHART devices in terms of connectivity to the primary CHART facility, the SOC. The obvious option is a direct, point-to-point connection (in this case either through fiber or leased circuits) to the SOC. Data and video would, by definition, bypass all other facilities.


Decentralized connectivity of CHART devices can be defined as placing communications and/or information processing equipment at locations other than the SOC. A network topology that incorporates this concept by using SHA facilities across the state was considered for three reasons. First, CHART users at some of those facilities voiced a legitimate program need to view CHART video (i.e., for purposes of incident response). Second, most of the maintenance facilities and all of the District Offices are already part of a statewide SHA Enterprise network. This network was in the process of being expanded to address significant non-ITS client/server networking needs. Third, strategic use of these facilities presented potential savings in CHART communications costs over time. This is due to the ability to aggregate communications onto fewer, higher bandwidth circuits that are generally more cost-effective than many low-speed circuits. This is especially true where geography and regulation dictate long distance connectivity. Maryland has four telecommunications LATAs defined by the Baltimore, Washington, Hagerstown, and Salisbury areas. A significant number of devices are outside the LATA that contains the SOC thereby necessitating “long-distance” calls to reach the SOC.


The options were developed to assess the technical feasibility and cost of adopting either a centralized or decentralized approach. As discussed above, the choice of topology can have more dramatic effects on communications cost in a leased network than a built one, so emphasis was placed primarily on the leased options. There are constraints on the maximum distance between electronics that terminate cabling (i.e., based on crosstalk and noise problems, particularly with analog FDM), including some cabling specified in the build portions of the hybrids.  These constraints were considered with respect to the placement of equipment in the field and at facilities.  Since the placement of the equipment defines the topology and the opportunity for local data and video processing, the costs of providing identical functionality using leased or constructed communications equipment  were diligently compared.


For the decentralized options, connectivity was costed between the device sites and the closest SHA facility or access to fiber optics in a hybrid (i.e., tail circuits). Significant effort was placed on identifying this point within the context of Maryland’s commercial providers’ POPs in order to minimize circuit miles between POPs. Other high-capacity circuits used to connect facilities (i.e., backbone circuits) were also included in the cost.


For the centralized options, connectivity was costed between the device sites and the SOC/AOC in order to establish a baseline. Provision of video to all CHART facilities as defined in Section 2 was not included. For comparison, communications capacity that would provide just this (i.e., provision of video to other facilities) was then included to gauge the impact this added infrastructure has on cost.


3.1.2.4  Consolidation of SHA Networks


The SHA Enterprise network is a client/server network that addresses the need to host various SHA administrative, financial, and other business systems. Given the existing implementation and plans to further buildout this network to SHA maintenance shops,   the technical and cost feasibility of consolidating this network with the CHART network was analyzed. An earlier study had recommended it as a way to reduce overall SHA network operations and maintenance costs.


From a technical perspective, two major concerns exist. The first concern is the issue of network availability and the compatibility of requirements driving ITS and administrative network functions. A second but related concern is the ability to install technical measures and controls that guarantee adequate network capacity for transmission of CHART data and video. This is important, considering that the Enterprise network handles mostly LAN traffic, whose performance profile is unpredictable at best.


Overall availability goals should be uniformly high for both network functions, since it was determined in the requirements analysis stage that ITS is critical for public safety and smooth day-to-day administration as well. A new network-based financial management system was installed for MDOT that requires daily input of accounting and personnel information; both were considered critical to SHA. Raising the availability goals for either network function most likely means that communications costs would rise dramatically. Both equipment and transport capacity would need to be made fault-tolerant beyond the level of redundancy provided by the alternate path architectures used in both the lease and hybrid alternatives, an expensive proposition. 


On the second issue, appropriate switching equipment that supports the communications interface to the Enterprise router at each SHA facility does exist, and standards for delivering guaranteed quality of service exist also.


From a cost perspective, this issue is related to communications topology (discussed in Section 3.1.2.3). The formulation of options considers this issue by separating the functions in some options and combining them in others to produce valid cost comparisons.


3.1.2.5  Use of Technology for Video


Technology use issues are highly debated in the ITS communications arena.  The use of technology in video applications is a complex issue and deserves appropriate attention. Many ITS implementations have a significant analog technology and equipment base. Most of these are in metropolitan programs that have stated their requirements for high-quality, full motion video. As a result, fiber optic capacity has been installed or obtained as the method of choice for transporting this type of video from the CCTV sites to the TMC. A lease/buy analysis might show that the high cost of leasing sufficient digital capacity for high-quality video may warrant the installation of fiber optic capacity in support of analog transmission from clusters of cameras. Conversely, a leased, digital service (commercial leases of dark fiber were not considered) might be attractive for lower qualities of video.


An analysis of this issue is partly driven by requirements (e.g., is full motion video necessary or not) and partly by technology (e.g., digital and analog transmission are both technically acceptable ways to transmit video). Two factors impact the analysis. First, ongoing analysis of this issue for best value is probably warranted since technology and the price/performance ratio of transporting higher qualities of digital video constantly changes. Since inaction is not an option and the risks of buying into technical obsolescence at a high price are substantial, this risk must be quantified, evaluated, and managed. Second, quality of video is often a subjective and individual matter. The quality must be adequate for the user, and management should perceive the cost and quality of the video as a good value in context of other necessary expenditures. 


CHART requirements indicated that a minimum acceptable level for video transport bandwidth could be as low as 384 Kbps using a compressed, digitized signal. The current CHART network uses this form for existing CCTV sites and operations personnel unanimously agree that it is adequate for the intended use. Digital switching equipment could transmit higher quality video utilizing either SHA-constructed fiber optics at high bandwidth or, as a compromise, leased digital service at lower bandwidth.  


Several CHART stakeholders felt that comprehensive examination of the costs and issues should be performed. Therefore, it was determined that the lease/buy analysis should  include cost comparisons of full motion (i.e., high quality) versus compressed digital (i.e., lower quality), and also analog versus digital transmission.


An appropriate way to perform this examination was to contrast build portions in hybrids utilizing analog transmission of CCTV images and data with the corresponding portions utilizing digital transmission. For leased portions of the hybrids, CCTV images are provisioned using digital service exclusively. This provides a useful and balanced comparison of cost and capability.





3.1.2.6  Collaboration with Montgomery County


Maryland SHA collaborates with several organizations on ITS initiatives. These include other Modal agencies within MDOT and other state and local agencies. Montgomery County, one of the largest in the Baltimore/Washington area, has made significant progress with a consolidated traffic and transit management program including elements of advanced technology ITS. The County operates a Traffic Management Center in Rockville, Maryland that also functions as a TOC for SHA in the County. Currently, SHA and Montgomery County share ITS information, including video from CCTV sites maintained by both organizations. They have developed and sustained an effective and productive operational relationship.


Interviews and site visits verified that the Montgomery County Department of Transportation (MC DOT) was placing a significant number of CCTV cameras for ITS purposes on county roadways at or near major interchanges with state roadways. As part of a wider-scale effort, the County had developed plans for significant digital communications infrastructure addressing substantial needs for network connectivity and bandwidth in the County. 


Opportunities exist for technical collaboration between the County and SHA implementors regarding communications and ITS information sharing. Specifically, the MCTMC in Rockville may provide video feeds from CCTV cameras  for mutual CCTV sites planned for installation in the County. A total of 22 SHA CCTV sites are targeted for this opportunity. This analysis is structured to define technical alternatives, functionality, and cost impacts for two SHA scenarios (i.e., lease and build) for deploying communications to SHA CCTV sites in MC. The alternatives provide net life-cycle cost differentials for each case.


3.1.2.7  Resource Sharing 


The availability of additional fiber optic cable, wireline or wide area wireless communications capacity through a barter agreement, or cash for communications purposes through a monetary agreement for right-of-way can have significant impact on SHA costs for CHART communications. Maryland has released additional resource sharing proposals with the intent of obtaining these for some or all of the remaining CHART routes. This analysis attempts to identify a technical architecture that will accommodate future fiber optics or wireless capacity along (at least) the heavily traveled interstates without a complete reinvestment in equipment. Each of the architectures considers equipment that would accommodate either copper-based services accessed through a commercial services provider, or fiber-based services accessed through either a commercial telecommunications provider, competitive access provider, or private fiber. In addition, standards-based communications equipment is considered in all cases, in an attempt to offer open interfaces that will accommodate other barter agreements with wireline providers or PCS operators for wireless capacity.





3.2  Technical Alternatives


This section presents two major technical alternatives: lease and hybrid. Four lease and eighteen hybrid alternatives were developed based on the requirements and issues previously discussed. A more detailed description of the type of technology considered and the application of the technology used in each option is provided in Section 3.3.


�
3.2.1  Lease Alternatives (L)


Four lease options were considered.  The Lease options developed include: (L1)  SOC-Centric Lease, (L2) SOC-Centric Lease with Backhaul, (L3) Decentralized Lease, and (L4) Decentralized Lease with no SHA-funded communications infrastructure at CCTV sites planned in Montgomery County.


Each lease alternative is based on one of the following two topologies:  


A centralized architecture where field sites communicate directly with the SOC (L1 and L2).


A decentralized architecture where field sites are hubbed into the nearest SHA facility (e.g., SHA maintenance shop, other maintenance facility, or District Headquarters). High-speed, digital communications trunks interconnect the facilities (L3 and L4).


Lease alternatives include no substantial construction along the right-of-way. Construction costs consist of field enclosures, connections from field devices to their communications electronics equipment, and connections to service provider POPs.


3.2.1.1  Option L1


Option L1 is called SOC-Centric Lease because all communications and data processing are centered at the SOC.  The centralized nature of this option is depicted in Figure 3-1.  This option is essentially an extension of the current leased communications architecture that supports the CHART systems and devices already deployed.  All of the device sites are connected directly to the SOC via local or long distance circuits.  All data collection and processing is performed centrally at the SOC.  This option also designates the AOC as the fail-over disaster recovery site for the SOC.  Consequently, all circuits would be terminated to both the SOC and the AOC via digital aggregates from the respective provider POPs.


A combination of circuits are used to provide connectivity to the field device sites.  Communication to CCTV sites is provided via DS-1 services.  All low-speed device types (i.e., non-CCTV sites) except VMSes are connected using Plain Old Telephone Service (POTS) dial-up service with modems operating at speeds of up to 2400 bps.  VMS sites are connected using 9.6-Kbps dedicated digital service (DDS).  The camera video signals are sampled at 15 frames per second (FPS), digitized, and compressed using the H.320 suite of standards and are transmitted on a 384-Kbps channel at T1 rates to the SOC/AOC.


As shown in Figure 3-1, no SHA Enterprise network traffic is accommodated by this option.  Router traffic from SHA maintenance shops and District Offices is carried over separate leased facilities.  Use of conventional TDM and circuit switching equipment is assumed at the SOC with enough channel and switching capacity to handle all incoming circuits simultaneously.  No video is provided to any CHART facility other than the SOC or AOC.


The communications capacity for the digital aggregates from the POPs were sized at the equivalent of 16 T1s and is based on bandwidth requirements developed in Section 2 as well as current sizing.  The current ratio of installed capacity to installed detector server ports at the SOC was linearly extrapolated as a subset of this sizing (i.e., 10 T1s total); three CCTV images plus control for each was assumed to require one T1, and two additional T1s were designated for all other device sites.
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Figure 3-1.  Technical Overview of L1 - SOC Centralized Lease





�
3.2.1.2 Option L2


Option L2, SOC-Centric Lease with Backhaul, uses L1 as a base and adds additional backhaul infrastructure to meet the CHART video distribution requirements to SHA Maintenance Shops, District Offices, TOCs, other CHART agency Headquarters’ facilities, and MSP barracks. The nature and sizing of the backhaul network are shown in Figure 3-2.  Backhauled video originates from either the SOC or AOC, is distributed first to District Offices, and then is extended to the TOCs and those shops and MSP barracks that are designated as recipients of video.





�


Figure 3-2.  CHART Backhaul Network


3.2.1.3  Option L3


Option L3 is termed Decentralized Lease.  In this option, roadside device sites are directly connected to the closest provider POP and use leased services to connect to the closest SHA facility.  Connectivity and processing are distributed to CHART facilities where data and video are hubbed and forwarded to the SOC and AOC via a higher capacity, digital backbone.  The backbone is capable of handling multimedia traffic (i.e., voice, video, and data).  Hubbing of traffic is considered to lower total communications capacity needed because processing can be performed locally. The decentralized topology is architected in an attempt to avoid telecommunications toll and usage charges, minimize inter-LATA connections, maximize utilization of the digital backbone links, and provide open and standards-based interfaces for connectivity to the network at any point defined by the SHA facility structure.  Because of this decentralized topology, the distance for each leased circuit is minimized and the overall circuit mileage, and therefore cost, should be lower when compared with the Centralized options.


Figure 3-3 shows the backbone portion of Option L3.  Option L3 includes tail circuits,   which are connections between specific CHART devices and designated facilities, and connectivity from the facilities to one of the backbone locations.  Connectivity to all facilities is shown in Figure 3-4.  Note that device sites are not shown in these figures.


Access to CHART video and data is provided to the facilities shown in both figures as a byproduct of the topology.  Network and device management and control are provided centrally from the SOC during normal operations.  Alternate management and control is provided from the AOC during complete SOC outages caused by disaster scenarios.  Device processing and control are provided from the District Offices during degraded mode operations caused by partial outages.  Device control can be accessed from any network facility under the hierarchical rules for arbitration specified in the CHART requirements.


The sizing of Option L3 considers a consolidated CHART and SHA Enterprise network.  Those shops that were not designated to require video are connected via Frame Relay service based on fractional T1 circuits via the Enterprise routers.
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Figure 3-3.  L3 - Decentralized Lease - Backbone Only
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Figure 3-4.  L3 - Decentralized Lease - All Sites


3.2.1.4 Option L4


Option L4 (depicted in Figure 3-5) is based on L3 and was developed for the purpose of exploring the life-cycle cost impacts of an SHA collaboration with Montgomery County to obtain roadside video images.  Montgomery County is in the process of deploying its own countywide analog CCTV system for traffic monitoring.  In this option, an interface is established to the MCTCM that enables CHART to obtain images from and access or control county-owned cameras instead of using SHA-owned CCTV sites (as in L3).  In contrast, Option L3 distributes images from those sites to the MCTMC in the same manner as video is provided to SHA’s TOCs.


Basically, there are no changes outside of Montgomery County and all the low-speed devices in Montgomery County remain SHA-owned with the same connectivity as in L3.  The principle differences between Options L4 and L3 are:


No SHA-owned CCTV sites in Montgomery County


More T1 circuits between the MCTCM and Greenbelt District Office


Additional SHA-provided switching hardware, analog-to-digital video conversion equipment, and application software at the MCTCM to support the CHART interface
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Figure 3-5.  L4 - Decentralized Lease - Additional Connectivity to  Montgomery County TOC


3.2.2 Hybrid Alternatives (H)


Based on earlier analyses, the cost of a statewide buildout of fiber optics for CHART roadways was estimated to potentially be in excess of $100M.  As discussed in Section 3.1.2, hybrid options were assembled not only in support of a binary decision to lease or build the entire state but also to provide a much greater level of information pertaining to cost-effective strategies within the current SHA environment. 


The hybrid options are specifically structured to provide this information.  Options H1, H2, H3, and H4 consider increasing ratios of built to leased network infrastructure.  Each build ratio increase is matched by a corresponding decrease in leased connections.  The options’ symmetries provide important trend data as well as an overall cost for each. Since multiple options are considered, the margin for error in impacting overall results by one option’s cost makeup is also afforded.  The basic reasoning behind multiple build options with increasing portions of build to lease is the expectation for overall option costs to either increase or decrease.  If they decrease, building is assumed to be less expensive on a device-by-device and road-by-road basis.  If costs increase, leasing is assumed to be less expensive for the options defined.


The hybrid options are presented by major option (i.e., Hybrid H1, H2, H3, and H4) and within each, lettered variants ( a, b, c, d, e) to the options are presented.


The letter variations denote different device connectivity plans and technologies used for each hybrid. Since greater capacity is needed to transport CCTV camera images from roadway sites over leased lines, connecting only CCTV sites to fiber optics may produce the lowest overall build costs. Conversely, leasing lines for low-speed devices may be more economical due to the high cost of connecting them to fiber.  The Hxb and Hxd variants include only camera sites connected to fiber optics during construction.  The Hxc and Hxe variants include all devices along fibered routes as connected devices and costs are accumulated accordingly.


Variants Hxb and Hxc assume digital transmission of cameras along fiber, while variants Hxd and Hxe assume analog transmission.  Representative equipment and technology solutions are applied as appropriate to each variant and costs are accumulated. 


For each option, device sites not located along fibered routes are connected via leased circuits.


3.2.2.1  Hybrid One (H1)


Hybrid Option H1 is the same as the Decentralized Lease option (L3) except that the device sites located along approximately 68 miles of existing MCI/TCG fiber optics (in the corridor between Brooklandville, Greenbelt, and the SOC) are connected by leased circuits to these facilities. Once inside one of the three SHA facilities, data and video access fiber optic capacity provisioned by the TCG SONET nodes using SHA-procured communications switching equipment. The MCI/TCG capacity (i.e., DS3s from each facility) is used to form a redundant high-speed digital backbone.  Access to the fiber is assumed possible at the Greenbelt District Office via an extension of the fiber optics (from either the College Park Campus or the I-95/I-495 Park and Ride) or via additional leased service. Since the establishment of two additional TCG SONET nodes remain viable as part of the original resource sharing arrangement, several options exist for additional POPs at no or marginal SHA expense. Additional planning for implementation is needed to resolve this issue and may involve SHA construction. Other SHA/CHART facilities are also connected to this backbone and thus are provided a path to the SOC.  Additional fiber optics north of Brooklandville are not considered in H1.


Figures 3-6 and 3-7 represent Option H1 with respect to leased and build portions.   
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Figure 3-6.  Option H1 - Geographic Representation of MCI/TCG Fiber.
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Figure 3-7.  Option H1 - Lease and Build Backbone Components.
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As discussed above, four variants to Option H1 are considered. Each is described below as costed in Section 4.


H1b - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and all other device sites use leased facilities.


H1c - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are connected directly to the fiber backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.  


H1d - Utilizes analog transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and CHART device sites are connected via leased facilities.


H1e - Utilizes analog transport of CCTV data, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are also connected directly to the backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.


3.2.2.2  Hybrid Two (H2)


Hybrid Option H2 incorporates additional SHA-installed fiber into the optical backbone in place of leased segments along specific routes.  Additional routes were chosen on the basis of the highest device density and to allow the AOC to become accessible on the fiber optic backbone. Use of MCI/TCG capacity remains the same as in H1.


Option H2 includes Option H1 plus the installation of SHA-owned fiber along the following segments:


I-495


US-50 from the DC Line to MD-193


I-95 from I-695 to the AOC


I-695 from I-95 to I-97


I-695 from I-83 (Harrisburg Expressway) to I-95 (Essex)


This new fiber becomes part of and expands the SHA/CHART optical backbone. Figures 3-8 and 3-9 represent Option H2 with respect to the expanded build portion and lease portion.   
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Figure 3-8.  Option H2 - Geographic Representation of Utilized Fiber
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Figure 3-9.  Option H2 - Lease and Build Backbone Components
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Similar to Option H1, four variants to Option H2 are considered. Each variant is described below.


H2b - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and all other device sites use leased facilities.


H2c - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are connected directly to the fiber backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.  


H2d - Utilizes analog transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and CHART device sites are connected via leased facilities.


H2e - Utilizes analog transport of CCTV data, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are also connected directly to the backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.


3.2.2.3  Hybrid Three (H3)


Hybrid Option H3 assumes the installation of additional fiber for the backbone along specific routes, eliminating the need for leased circuits along these routes. H3 includes Option H1, plus the installation of SHA fiber on road segments with highest device densities, now including those in Montgomery County. The additional segments are:


I-495


I-270 from I-495 to MD-109


US-50 from the D.C. Line to MD-193


I-95 from I-695 to the AOC


I-695 from I-95 to I-97


I-695 from I-83 (Harrisburg Expressway) to I-95 (Essex)


This new fiber becomes part of and expands the SHA/CHART optical backbone. Figures 3-10 and 3-11 represent Option H3 with respect to the expanded build portion and lease portion.   
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Figure 3-10.  Hybrid Option H3 - Geographic Representation of Utilized Fiber
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Figure 3-11.  Hybrid Option H3 - Lease and Build Backbone Components
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Similar to Options H1 and H2, four variants to Option H3 are considered. Each of these variants is described below.


H3b - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and all other device sites use leased facilities.


H3c - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are connected directly to the fiber backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.  


H3d - Utilizes analog transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and CHART device sites are connected via leased facilities.


H3e - Utilizes analog transport of CCTV data, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are also connected directly to the backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.


3.2.2.4  Hybrid Four (H4)


As in previous Hybrids, Hybrid 4 installs and incorporates more fiber to replace leased circuits from the base Decentralized Lease architecture. Option H4 assumes the installation of SHA fiber to complete the so-called “Golden Trapezoid” that connects the east, west, north, and south corners of the Baltimore/Washington DC metropolitan area. All four LATAs would consequently be served by a private optical fiber network.  Additional routes fibered are:  


I-97 from I-695 to I-595


I-70 from US-340 to I-695


I-270 from I-495 to I-70


I-495


US-50 from the D.C. Line to the Stevensville shop


I-95 from I-695 to the AOC


I-695 from I-95 to I-97


I-695 from I-83 (Harrisburg Expressway) to I-95 (Essex)


This new fiber becomes part of and expands the SHA/CHART optical backbone. Figures 3-12 and 3-13 represent Option H4 with respect to the expanded build portion and lease portion. 


�


Figure 3-12.  Hybrid Option H4 - Geographic Representation of Utilized Fiber


 


�


Figure 3-13.  Hybrid Option H4 - Lease and Build Backbone Components


Five variants to Option H4 are considered. The first corresponds to the alternative considered as a result of collaboration plans with Montgomery County. Each variant is  described below.


H4a - Option variant H4a uses Option H4d for reference with the exception of fiber optic buildout to SHA CCTV sites in Montgomery County. In this option, it is assumed that Montgomery County builds network access to the 22 CCTV sites in question and provides access to video from those sites to SHA via the MCTMC. SHA would still implement a communications backbone in Montgomery County for redundancy purposes and non-CCTV requirements, but would access CCTV images from the 22 sites via Rockville. Additional capacity is installed between a nearby SHA facility (e.g., Greenbelt District Office, Gaithersburg or Rockville shops) for providing all simultaneous images to the MCTMC. SHA would not have direct connectivity to the sites and therefore, additional camera control capability is needed that would allow hierarchical arbitration of access to control units according to the requirements. H4d is chosen since it most accurately reflects equipment needed to access analog video provided to SHA via the MCTMC.


Figure 3-14 portrays the relative portions of build to lease considered in this option. Other technical options than those described here can be envisioned, among them buildout of direct fiber optic connectivity between Montgomery County’s cabling to the MCI/TCG fiber optics or an SHA facility connected to it. These were not pursued since no information was obtained as to the specific location and potential compatibility with existing County cabling at the time of the analysis.


�


Figure 3-14.  Hybrid Option H4a - Lease and Build Backbone Components


�
Remaining variants to Option H4 are as follows:


H4b - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and all other device sites use leased facilities.


H4c - Utilizes digital transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are connected directly to the fiber backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.  


H4d - Utilizes analog transport of CCTV cameras, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  Other CCTV sites and CHART device sites are connected via leased facilities.


H4e - Utilizes analog transport of CCTV data, connecting CCTV sites located along fibered routes directly to the fiber optic backbone.  In addition, all other device sites located along fibered routes are also connected directly to the backbone.  Other CCTV sites and device sites not located along the MCI/TCG corridor are connected via leased facilities.


Given the above profile of options, a number of comparisons can be made that provide information relative to the issues presented in Section 3.1. Table 3-1 presents significant option comparisons. Section 5 presents the comparative cost analysis referenced in the table.


�
Table 3-1.  Option Comparisons


Options Compared�
Purpose for Comparison�
�
L1/L3/L4, H4c�
Net cost impact between most lease and most build.�
�
H1, H2, H3, H4 �
Net cost impact of building more and leasing less.�
�
L3, H1�
Net cost impact directly attributable to use of  the MCI/TCG backbone for high-capacity long-haul in H1.�
�
H4b, H4d�
Net cost impact between the application of analog and digital technology for CCTV.�
�
L3, L4�
Shows SHA’s expense in providing leased communications to SHA CCTV sites in Montgomery County.  Also shows net cost impact to both state and county DOTs assuming SHA provisions cameras and provides MC access to CCTV images in MC by leasing additional communications circuits to Rockville.�
�
H4a, H4d�
Shows SHA’s expense in providing fiber optic communications to SHA CCTV sites in Montgomery County. Also shows net cost impact of a collaboration effort between SHA and Montgomery County where MC provides access to CCTV images in MC to SHA via the MCTMC.�
�



Table 3-2 compares all options in terms device sites connected either by lease or by build, number of leased circuits, number of circuit endpoint pairs, number of miles of fiber to be built, and number of miles of existing fiber. 


Note that a circuit endpoint pair is defined by unique “from” and  “to” locations, and that one or more circuits are associated with each pair.  For example,  the pair with site A and MSHA facility B as endpoints could contain one data line and one voice line to support field maintenance communications.  For this reason, the number of leased circuits will always be equal to or greater than the number of circuit endpoint pairs.


�
Table 3-2.  Option Characteristics


                             


�
Device sites connected via lease (%) �
Device sites connected via fiber �
Leased Circuits�
Circuit Endpoint Pairs�
Construction Miles�
Fiber Optic  Miles�
�
L1�
1,017 (100%)�
0�
 1,214


�
1,017�
0�
0�
�
L2�
1,017 (100%)�
0�
1,303�
1,059�
0�
0�
�
L3�
1,017 (100%)�
0�
1,408�
1,082�
0�
0�
�
L4�
995 (98%)�
22�
1,390�
1,060�
0�
0�
�
H1�
1,017 (100%)�
0�
1,375�
1,079�
0�
68 (existing)�
�
H1b�
986 (97%) �
31�
1,344�
1,048�
0�
68 (existing)�
�
H1c�
858 (84%) �
159�
1,190�
920�
0�
68 (existing)�
�
H1d�
986 (97%)�
31�
1,344�
1,048�
0�
68 (existing)�
�
H1e�
858 (84%)�
159�
1,190�
920�
0�
68 (existing)�
�
H2�
1,017 (100%) �
0�
1,364�
1,078�
70.46�
138.46�
�
H2b�
919 (90%)�
98�
1,266�
980�
70.46�
138.46�
�
H2c�
595 (59%)�
422�
872�
656�
70.46�
138.46�
�
H2d�
919 (90%)�
98�
1,266�
980�
70.46�
138.46�
�
H2e�
595 (59%)�
422�
872�
656�
70.46�
138.46�
�
H3�
1,017 (100%)�
0�
1,356�
1,077�
92.75�
160.75�
�
H3b�
913 (90%)�
104�
1,252�
973�
92.75�
160.75�
�
H3c�
536 (53%)�
481�
799�
596�
92.75�
160.75�
�
H3d�
913 (90%)�
104�
1,252�
973�
92.75�
160.75�
�
H3e�
536 (53%)�
481�
799�
596�
92.75�
160.75�
�
H4�
1,017 (100%)�
0�
1,325�
1,073�
188.72�
256.72�
�
H4a�
995 (98%)�
22�
1,323�
1,053�
152.05�
220.05�
�
H4b�
872 (86%)�
145�
1,180�
928�
188.72�
256.72�
�
H4c�
364 (36%)�
653�
575�
420�
188.72�
256.72�
�
H4d�
872 (86%)�
145�
1,180�
928�
188.72�
256.72�
�
H4e�
364 (36%)�
653�
575�
420�
188.72�
256.72�
�
�
3.3  Network Architecture


This section describes important aspects of how the network is envisioned to work and provides supporting assumptions for the cost analysis in Section 4.  The major portions of  network architecture that are discussed here are the backbone, connectivity with the CCTV sites, the transmission of video and management of the CCTV cameras, connectivity to the low-speed device sites, and the collection and management of low-speed data from the non-CCTV field sites.  Appendix I provides an overview for all technologies discussed below.


3.3.1  Backbone Architecture


If communications is the primary enabler for the CHART system, the backbone is the most important part of the entire network.  It must be redundant to provide for high availability, scalable to meet future needs and expansion, and versatile to allow for compatibility with the product of future wireline or wireless resource sharing or barter agreements.  It provides the interface for the computer systems that process CHART data and allows long-haul, high-capacity transmission of voice, data, and video to and between each CHART facility.  The backbone architectures considered here are:


Collapsed Backbone Using Digital Cross Connect Systems


Video Backhaul Network


Decentralized ATM Over Leased T1 Backbone


ATM Over SONET Backbone at DS-3


ATM Over SHA Optical Fiber Backbone at DS-3 or OC-3


Table 3-3 shows how these backbone network architecture components map to the alternatives developed in Section 2 and the subsection in which it is described.


Table 3-3.  Mapping of Backbone Architectures to Communications Alternatives


Communications Alternative�
Backbone Architecture�
Section�
�
L1�
Collapsed Backbone Using Digital Cross Connect System�
3.3.1.1�
�
L2�
Video Backhaul Network�
3.3.1.2�
�
L3�
Decentralized ATM Over Leased T1 Backbone�
3.3.1.3�
�
L4�
Decentralized ATM Over Leased T1 Backbone�
3.3.1.3�
�
Table 3-3.  Mapping of Backbone Architectures to Communications Alternatives (Cont’d)





Communications Alternative�
Backbone Architecture�
Section�
�
H1�
ATM Over SONET Backbone at DS-3�
3.3.1.4�
�
Hxb�
ATM Over SHA Optical Fiber Backbone at DS-3 or OC-3�
3.3.1.5�
�
Hxc�
ATM Over SHA Optical Fiber Backbone at DS-3 or OC-3�
3.3.1.5�
�
Hxd�
ATM Over SHA Optical Fiber Backbone at DS-3 or OC-3�
3.3.1.5�
�
Hxe�
ATM Over SHA Optical Fiber Backbone at DS-3 or OC-3�
3.3.1.5�
�



3.3.1.1  Collapsed Backbone Using Digital Cross Connect Switching


Option L1 is based on the current CHART architecture where all the CCTV and low-speed device sites are connected using point-to-point leased circuits from field sites across the state to the SOC.  The current video distribution and camera control system consisting of T1 multiplexers, the digital access cross-connect switch and video switch are functionally equivalent to a collapsed backbone. All T1s are terminated at the SOC and input to a Digital Cross Connect Switch. A smaller number of outputs are switched via the Cross Connect system to a secondary multiplexer depending on which CCTV site is desired for access. This output is then input to the video subsystem for display.


3.3.1.2  Video Backhaul Network


Option L2 introduces the concept of a backhaul network to distribute video images from the SOC to other SHA facilities as defined in the CHART requirements.  The backhaul network is an addition to the L1 collapsed backbone.  All camera and low-speed devices are terminated at the SOC using point-to-point circuits.  Additional circuits that provide connectivity to other SHA facilities are interfaced with the SOC switching system so that images received at the SOC can be “sent back out” for viewing at those facilities.


�
3.3.1.3  Decentralized ATM Over Leased T1 Backbone


Several suitable technology choices are available to meet the high-speed, multimedia communications backbone dictated by CHART requirements.  Among these is ATM, which was considered for the following reasons:


Versatility - ATM switches can support multiple combinations of leased T1 circuits and fiber optic links (as specified in the hybrid options) with differing data transmission speeds and bandwidth capacities.


Scalability - ATM is highly scalable.  Scalability permits the ATM network to grow to keep up with increasing traffic demands.  Additional circuits and ATM switches can be added without impacting performance because bandwidth needs for particular applications and circuits can be tailored and managed.  ATM supports data transmission rates that range from 1.544 Mbps to 622 Mbps, with development of gigabit per second capabilities anticipated in the near future.  This provides the option of increasing the transmission speed to keep up with growing bandwidth demands.  Because of scalability, ATM is ideally suited to support time-phased deployment strategies.  It also facilitates resource sharing because it alleviates impacts from additional network traffic generated when a new interface is established.


Standards - ATM is based on open standards approved by informal and formal international and national standards bodies.  The leading organizations involved with the ATM standards are the International Telecommunications Union (ITU). American National Standards Institute (ANSI), European Telecommunications Standards Institute (ETSI), and the ATM Forum.  The standards specify a minimum subset of functions, interfaces, and protocols needed to ensure that products from multiple vendors can inter-operate successfully.  Utilization of a standardized core technology for the CHART network is an important factor in facilitating interoperability at the technical level.  Using backbone resources will be discouraged if connectivity to the CHART network requires purchase of expensive, proprietary, or potentially difficult to find equipment.


Multimedia - ATM offers a single transport technology specifically designed to meet the requirements of an integrated voice, data, and video network.


This backbone architecture features ATM switches located in metropolitan SHA facilities connected via leased T1 lines in the region covering the Baltimore-Washington metroplex and extending eastward to Stevensville and westward to Frederick (i.e., the “Golden Trapezoid” region).  Redundant links are included to the following major SHA facilities:  the SOC, AOC, and the district offices in Greenbelt, Brooklandville, Annapolis, and Frederick.  Redundancy in the Golden Trapezoid was considered necessary for the following reasons:


Multiple paths are provided to reach the SOC and AOC to eliminate single points of failure, thereby reducing the risk that operational disruptions will occur.


The most heavily traveled arteries with the greatest density of cameras, detection equipment, and messaging devices are located in the Golden Trapezoid.  The redundancy in the core will reduce the risk that the operations centers will “lose sight of the roadways” and will limit the number of devices which go dark if a link goes down.


If a link between any two major facilities goes down, at least one alternate path is available to maintain connectivity to all SHA facilities.  Additional redundancy is provided to the I-95 “central corridor” so that the SOC, Greenbelt, and Brooklandville each can lose two links and still retain full connectivity.


Redundant backbone links were not included west of Frederick and east of Stevensville.  Redundancy for these links was not considered essential because:


The density of detection equipment and messaging devices in the west and on the Eastern Shore is low.


There are no CCTV sites.


Outside of seasonal weekend rush periods, Eastern Shore traffic is light.


The District 6 Seasonal TOC exists specifically to respond to adverse weather conditions, and traffic density is relatively low.


3.3.1.4  ATM Over SONET Backbone at DS-3


In option H1, the existing MCI/TCG corridor is used as a high capacity trunk between Brooklandville, Greenbelt, and the SOC.  This backbone is the same as the Decentralized leased ATM backbone, except that the T1 links between Brooklandville and Greenbelt are replaced with an electrical (or alternately an optical) DS-3 SONET link. Because MCI/TCG capacity is available through SONET bandwidth provisioned by equipment already installed as part of the first resource sharing agreement, it is considered as an available backbone resource, but not costed.  Since SONET was designed as a transport mechanism for ATM, the combination of ATM over SONET was considered as the backbone implementation for options using MCI/TCG capacity.  Given this implementation, SONET becomes transparent to the CHART network.


3.3.1.5  ATM Over SHA Fiber Backbone at DS-3 or OC-3


Based on the sizing for CHART data and video, a communications bandwidth of DS-3 available through current generation ATM switching can be used without considering the additional expense of new SONET add/drop multipexers and switches.  With access to fiber optics, OC-3 155-Mbps access can be provisioned over ATM as well. This backbone is employed in all of the hybrid options except for H1.  Topographically, it is identical to the decentralized lease ATM backbone defined for option L3.  The only difference is that fiber optic links are substituted for the T1 circuits connecting the backbone ATM switches together.  Assuming access to dark fiber, SHA may choose whichever ATM transmission speed is desired.  155-Mbps OC-3 was selected for costing purposes because it should provide sufficient excess capacity to accommodate traffic growth resulting from any additional future requirements. It presents minimal cost compared with a similar DS-3 interface.


3.3.2  CCTV Communications Alternatives


The alternatives for supporting communications to CCTV sites considered for this study are:


CCTV Connectivity Over Point-to-Point T1


CCTV Connectivity Over Channelized T1


CCTV Connectivity Over Field-Based ATM


CCTV Connectivity Over Field-Based FDM


Table 3-4 shows how these CCTV communications alternatives map to the alternatives developed in Section 2, and identifies the corresponding subsection in which it is explained.


Table 3-4.  Mapping of CCTV Alternatives to Communications Alternatives


Communications Alternative�
CCTV Communications�
Section�
�
L1�
CCTV Connectivity Over Point-to-Point T1�
3.3.2.1�
�
L2�
CCTV Connectivity Over Point-to-Point T1�
3.3.2.1�
�
L3�
CCTV Connectivity Over Channelized ATM T1�
3.3.2.2�
�
L4�
CCTV Connectivity Over Channelized ATM T1�
3.3.2.2�
�
H1�
CCTV Connectivity Over Channelized ATM T1�
3.3.2.2�
�
Hxb�
CCTV Connectivity Over Field-Based ATM�
3.3.2.3�
�
Hxc�
CCTV Connectivity Over Field-Based ATM�
3.3.2.3�
�
Hxd�
CCTV Connectivity Over Field-Based FDM�
3.3.2.4�
�
Hxe�
CCTV Connectivity Over Field-Based FDM�
3.3.2.4�
�



3.3.2.1  CCTV Connectivity Over Point-to-Point T1


Figure 3-15 displays the details of CCTV connectivity using point-to-point T1 circuits to reach the SOC.  This method of CCTV connectivity supports options L1 and L2.  In this example, the communications equipment is housed in an environmental enclosure.  The  video signal from each of the cameras is fed into a standalone CODEC which digitizes and compresses the image into an H.320-compliant 384 Kbps digital data stream. The codecs are connected to a T1 channel bank or multiplexer.  Six of the channel bank’s 24 DS-0 channels (at 64 Kbps) are required to carry each 384 Kbps video data stream.





�


Figure 3-15.  CCTV Connectivity Over Point-to-Point or Channelized  T1


The camera control data stream is routed directly into the channel bank.  Each control stream is assigned to an individual DS-0 channel.  The enclosure monitoring data streams (9.6 Kbps) are routed into a subrate DS-0 statistical multiplexer which is connected to the channel bank.  The monitoring data may come from two sources:  protective camera housings and the environmental enclosure’s own environmental monitoring system.  The T1 mux may also be used to connect digital voice communications equipment, if desired. Given that seven DS-0 channels are required to carry the traffic (video plus control) from each CCTV camera, one T1 multiplexer is needed for every three cameras which are routed to the environmental enclosure.


The T1 circuit is routed from the environmental enclosure via a public provider to the SOC where it is interfaced with the existing video and control distribution system employing digital cross-connect switching equipment.


�
3.3.2.2  CCTV Connectivity Over Channelized ATM T1


Channelized ATM over T1 is used to connect camera sites to SHA facilities in Options L3, L4, and H1.  This method is also employed for those camera sites in the hybrid options which are not located on fibered right-of-ways.  Channelized T1 at the DS-0 level is one mechanism that enables the ATM-based backbone alternatives to support video management and distribution to meet CHART requirements. Allowing access to multiple T1s through an ATM switch, plus the ability to aggregate this on the customer end, offers a price advantage over a DS-3 when more than one T1 but less than five or six T1s are needed.


Several features of ATM (both general and specific to the equipment researched for this study) make it well-suited for the distribution of video images, plus control and arbitration of cameras as defined in the CHART requirements.  The key feature is ATM’s switched virtual circuit (SVC) capabilities.  If the necessary features exist to establish each camera connection (both for video and P/T/Z control) as an SVC, then it becomes a uniquely identified entity that can be accessed and routed via the ATM switching fabric.  The SVCs established for each camera provide the mechanism that will enable the development of a camera control system that meets the CHART requirements for:


Access to camera control capability and arbitrating access to control according to the functional hierarchy defined in the CHART requirements.


Selectability and distribution of video images to SHA and Modal facilities which also includes the capability to multicast the same image to multiple facilities.


Figure 3-16 demonstrates the distribution of video images throughout the CHART network.


�


Figure 3-16.  Video Routing Via ATM Switches


Particular features of ATM equipment assessed for this study that provide the necessary functionality for video management include:


Versatility - ATM switches can be configured to support the combinations of leased T1 circuits and direct fiber optic connectivity for cameras specified in the architectural options defined for this study.


Channelized T1 Interface Cards - These cards serve as the connection point to an ATM switch for T1 circuits used to support leased camera connectivity.  The cards also provide functionality that enables the ATM switch to identify the individual DS-0 channels received in the data stream from the T1 multiplexer or channel bank on the other end of the connection.  The combination of the switch ID, T1 port ID, and channel ID provides a unique identifier to which an SVC can be established.


Video Interface Cards - A variety of video interface cards are available and more are emerging which support the various standards for digital video (H.320, motion JPEG, etc.).  These cards feature integrated CODECs which convert the camera input signal into digital format.  The video card ports can be used either as input connections from cameras or as output connections for monitors used to view the images.  The combination of the switch ID and a video port ID provides a unique identifier to which an SVC can be established.


Multicasting - The ATM cell switching logic supports the multicasting of video images.  Once the video has been received by the switch, it is converted into an ATM cell stream for transmission over the network.  The ATM switch can be instructed to route the cell stream to multiple destinations on the network.


The equipment requirements for CCTV connectivity over channelized ATM T1 are identical to the point-to-point connectivity described in the previous section.  (See Figure 3-15.)  The video signal from each of the cameras is fed into a standalone codec which digitizes and compresses the image into an H.320-compliant 384-Kbps digital data stream.  The codecs are connected to a T1 multiplexer (a channel bank could also be used).  Six of the mux’s 24 DS-0 channels (at 64 Kbps) are required to carry each 384-Kbps video data stream.  The multiplexer is configured so that each video data stream is assigned to six specific DS-0 channels.  This block of channels is addressable as an ATM SVC.


The camera control data stream is routed directly into the T1 mux.  Each control stream is assigned to an individual DS-0 channel.  These channels are addressable as ATM SVCs.  The enclosure monitoring data streams (9.6 Kbps) are routed into a subrate DS-0 statistical multiplexer which is connected to the T1 mux.  The  monitoring data may come from two sources:  protective camera housings and the environmental enclosure’s own environmental monitoring system.  The T1 mux may also be used to connect digital voice communications equipment, if desired.


The T1 circuit is routed from the environmental enclosure via a public provider to a designated SHA facility where it is terminated at an ATM switch configured with T1 interface and circuit emulation cards.  This provides the necessary connectivity to the CHART backbone and enters the channelized data streams carried by the circuit into the ATM switching fabric.  Once this connection is made, the video images and camera control streams can be accessed and routed through the CHART network using the ATM SVC capabilities.  Images are viewed at every facility that has an ATM switch by installing video interface cards (which contain integrated and compatible CODECS) into the switch, and attaching monitors.  Video is back-hauled to shops and MSPs (that require video but do not contain switches) over additional T1 connections.  A T1 multiplexer and a CODEC (either a standalone unit or a PC card that uses the PC’s monitor for viewing) are needed at these locations to view the image.


Given that seven DS-0 channels are required to carry the traffic (video plus control) from each CCTV camera, one T1 multiplexer is needed for every three cameras which are routed to the environmental enclosure.  Depending on the T1 mux make and model, a separate CSU/DSU unit may also be required.  T1 muxes are available either with an integrated  CSU/DSU or without one.  Figure 3-17 depicts the usage of the DS-0 channels by the incoming data streams routed into a T1 mux.





�





Figure 3-17.  T1 Multiplexer Channel Usage


3.3.2.3  CCTV Connectivity Over Field-Based ATM


Figure 3-18 displays the details of CCTV connectivity to the fiber optic backbone in the hybrid options (Hxb and Hxc) where camera images are processed digitally using ATM switches.  As device sites are connected along a fibered roadway segment, eventually all the free strands are used up for making the site connections.  At this point, these data streams must be hubbed into the network backbone so that the strands can be freed up for use further down the road.  The necessary communications equipment will be housed in an environmental enclosure.


At the camera sites, the NTSC video (coaxial connection) and the control (most likely an RS-232 or RS-422 connection) data streams are connected to a fiber optic converter which can carry both streams over a single strand of single-mode fiber optic cable.  At the hubbing point, there will be a bank of these converters to break-out the data streams from all the cameras serviced at that location.  The NTSC video signal from each camera is fed directly into an ATM switch located in the environmental enclosure. Installed in the switch are video interface cards that have a pair of integrated H.320 CODECS that digitize and compress the image into a 384-Kbps digital data stream.  Each video input is addressable as a single ATM SVC.  The ATM switch is connected to the backbone via the use of single-mode, long distance fiber optic interface cards (an OC-3 interface card was used in the cost model).


The camera control data streams are routed into the T1 mux.  Each control stream is assigned to an individual DS-0 channel.  These channels are addressable as ATM SVCs. The T1 mux may also be used to connect digital voice communications equipment.  The T1 mux is connected to the ATM switch via a T1 circuit emulation interface card.  By virtue of the direct connectivity to the ATM switch, the video image and camera control data streams are entered into the ATM switching fabric.





�


Figure 3-18.  Digital Camera Connectivity Using Fiber Optic Backbone





�
3.3.2.4  CCTV Connectivity Over Field-Based FDM


Figure 3-19 displays the details of CCTV connectivity to the fiber optic backbone in the Hxd and Hxe options where camera images are processed in analog format using frequency-division multiplexers.  Just as with digital provisioning, as device sites are connected along a fibered roadway segment, the free strands are used up for making the site connections.  At this point, these data streams must be hubbed into the network backbone so that the strands can be freed up for use further down the road.  The necessary communications equipment will be housed in an environmental enclosure.


At the camera sites, the NTSC video (coaxial connection) and the control (most likely an RS-232 or RS-422 connection) data streams are connected to a fiber optic converter which can carry both streams over a single strand of single-mode fiber optic cable.  At the hubbing point, there will be a bank of these converters to break-out the data streams from all the cameras serviced at that location.  The  NTSC video signal from each of the cameras is fed directly into the video input ports of an optical frequency-division multiplexer (FDM).  Up to 24 camera inputs are supported.  The camera control data streams are routed into a full (or fractional) T1 optical mux that is connected to a DS-1 interface port on the FDM.  The T1 mux may also be used to connect digital voice communications equipment. (The representative fractional T1 used for costing had integrated voice capabilities with a built-in speaker plus a port specifically for the enclosure’s environmental monitoring system.)


�


Figure 3-19.  Analog Camera Connectivity Using Fiber Optic Backbone


The representative analog provisioning system considered for this study was specifically designed for the collection of CCTV camera and roadside monitoring device traffic in ITS applications using fiber optic trunks.  The FDMs employ a proprietary optical multiplexing scheme to achieve high bandwidth capacity (up to 96 full motion analog images on a single fiber strand) over fiber optic links.  While T1 connectivity is supported, it is intended for use to interface non-video, lower speed data streams onto the high capacity fiber optic trunk which connects the FDMs together.  Because of this reliance on fiber optic connectivity, the analog camera provisioning system cannot be used by itself to support the combination of leased and fiber optic connectivity employed in the hybrid options.


In the cost model, analog camera provisioning is used as a separate video collection system running parallel to the ATM backbone along fibered road segments.  The video traffic is routed to the District 3, 4, 5, and 7 Headquarters offices depending on the option.  Once a district office is reached, the CCTV video and control data streams are integrated into the network’s digital switching fabric so that the images can be routed to the other SHA facilities and the camera control can be passed on to the CHART camera arbitration and control system.  This integration is illustrated in Figure 3-20.


�


Figure 3-20.  Analog Video System Interface With CHART ATM Network


At least one FDM (more may be required depending on the number of CCTV sites) is located at a district headquarters and is configured to demodulate (demultiplex) the incoming video and camera control data streams.  So that each camera image can be addressed, every incoming video stream is connected to the facility’s ATM switch, (i.e., every active video port on the FDM is connected to a video port on the ATM switch).  To provide the ability to view the full motion analog video locally, these connections are routed through a video switch to which monitors can be attached.  Ports on the switch may also be designated for use as full motion video feeds for the local media.  Once the image reaches the ATM switch’s H.320 video interface card, it is digitized and compressed for distribution throughout the CHART network.


The camera control data stream is connected from the FDM’s DS-1 port to one of the channelized T1 interface cards in the ATM switch.  As with digital and leased connectivity, each camera’s control stream connected to the T1 mux is assigned to a particular DS-0 channel.  Therefore, each connection is addressable via an ATM SVC and the analog CCTV sites can be accessed and controlled by the CHART camera arbitration and control system.


An option which may be employed at the local level is to use the camera control application provided with the analog provisioning system’s network management system.  In this scenario, software would need to be developed as part of the CHART camera arbitration and control system (see Section 3.3.2.5) which enables the two systems to coexist.


3.3.2.5  Video/Camera Management


Central to the successful implementation of video distribution and management is the development of a control system that enables SHA users to access/control cameras and select images for viewing.  This management system will have to arbitrate camera control (i.e., who has the priority when personnel at two or more locations want to access the same camera).  The priority hierarchy was defined in the CHART requirements with the SOC having the top priority and override authority when a camera access conflict occurs.  The requirements also specify which facilities will have access to video images, the maximum number of images that can be viewed simultaneously at each of those facilities, and which facilities are permitted to control cameras.


As a basis to estimate the development costs for the camera control and arbitration system, assumptions were made and an operational model was developed.  The assumptions were:


The camera control access and arbitration system will have to be developed.


An applications programming interface (API) for the network management system (NMS) used by the ATM switches is available.


As modeled and costed, there are two components to the camera control and arbitration system.  One component works in conjunction with the NMS to monitor camera activity and it is loaded on the NMS workstations.  The NMS component maintains a continuously updated database that tracks which camera is in use and the location of the user.  This data is obtained from monitoring the SVCs used by the active camera control connections.  The other component is the user interface which is loaded on user workstations at facilities that are designated as camera control points


With the user interface, users can select images they wish to view and can control cameras.  Images from cameras already in use can be selected for viewing as long as the simultaneous maximum viewing number has not been exceeded.  To add a new view, or change a current view, the user requires camera control access so that activation and P/T/Z commands can be issued.  When a request for camera control is made, the database is accessed to determine whether or not the camera is in use, and if so, the priority level the using entity possesses.  If the camera is not in use, the requesting user is granted access and can issue activation and P/T/Z commands.  If the camera is already in use but the requester has higher priority than the current user, access and control are shifted to the requester.  If a higher priority user has control, access to the camera is denied.


3.3.3  Low-Speed Data Communications Alternatives


This section discusses the available alternatives for connecting to and managing the low-speed data communications to non-CCTV device sites.  Because camera connectivity was previously covered in the CCTV section, the emphasis here is on the tail circuits to non-camera field device sites.  The alternatives for supporting and managing low-speed data communications to non CCTV device sites considered for this study are:


Low-Speed Data Communications Over Point to Point POTS and DDS


Low-Speed Data Communications PC at SHA Facilities


Low-Speed Data Communications PC in the Field


The section begins with a presentation of general background information about leased and fiber optic connectivity for device sites, then discusses the low-speed data communications alternatives.  Table 3-5 shows how the low-speed data communications architecture components map to the alternatives developed in Section 2, and identifies the corresponding subsection in which it is explained.


�
Table 3-5.  Mapping of Low-Speed Data Alternatives to Communications Alternatives


Communications Alternative�
Low-Speed Data Communications�
Section�
�
L1�
Low-Speed Data Communications Over Point to Point POTS and DDS�
3.3.3.1�
�
L2�
Low-Speed Data Communications Over Point to Point POTS and DDS�
3.3.3.1�
�
L3�
Low-Speed Data Communications PC at SHA Facilities�
3.3.3.2�
�
L4�
Low-Speed Data Communications PC at SHA Facilities�
3.3.3.2�
�
H1�
Low-Speed Data Communications PC at SHA Facilities�
3.3.3.2�
�
Hxb�
Low-Speed Data Communications PC at SHA Facilities�
3.3.3.2�
�
Hxc�
Low-Speed Data Communications PC in the Field�
3.3.3.3�
�
Hxd�
Low-Speed Data Communications PC at SHA Facilities�
3.3.3.2�
�
Hxe�
Low-Speed Data Communications PC in the Field�
3.3.3.3�
�



3.3.3.1  Low-Speed Data Communications Over Point-to-Point POTS and DDS


Figure 3-21 depicts the layout of a typical device site employing leased connectivity with this architecture.  For communications and power, telephone and electrical feeder lines must be laid to the nearest convenient POP to access the electrical and telephone distribution grids.  This is usually the nearest telephone pole because electrical power lines are frequently co-located with the overhead phone lines.  The electrical and phone feeder lines from the device site can share the same trench to the telephone pole as long as appropriate fill materials are used to keep the lines separated to avoid electromagnetic interference. The field devices typically either have built-in modems for POTS lines or use a communications port.  The communications port may be used either to connect a modem or may be used as the interface for another service such as a DDS circuit.
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Figure 3-21.  Typical Device Site Leased Connectivity


At the facility end of the POTS or DDS circuit, a companion modem and server communications port is configured to receive each incoming line. High-capacity digital aggregates from the provider POPs can be used for convenience if desired.


3.3.3.2  Low-Speed Data Communications PC at SHA Facilities


One of the CHART requirements is to perform the collection of road/weather/traffic data and status checks from field devices once per minute.  Given the large number of CHART devices (over 1000) involved, methods to automate these communications were investigated as a means to coordinate and perform them quickly and reliably enough to ensure that the operational requirement could be met.  This section describes the operational scenario and configuration that was used as a model to derive the cost estimates for low-speed communications for Options L3, L4, and all Hxb and Hxd hybrid options.


The general concept is that PCs can be configured as communications servers to manage the low-speed data communications to poll the field devices once per minute.  The PC controls a bank of communications equipment (e.g., modems, CSU/DSUs) that is used to connect to the field devices.  A developed software application using standards-based management APIs is loaded on the PC which performs the communication function to each device and collects the data reported by the devices.  The device data is written to databases which are stored on the communications PC.


The communications PCs are set up as nodes on the CHART network that users will be able to access, either directly or through remote login.  This facilitates the option of placing SHA’s existing control and reporting software, such as SCAN, on the communications PCs so that the collection of the reported data can be integrated with the databases currently used by existing systems.  Another advantage to this approach is that once the device data has been captured by the communications PC, the dissemination of the data throughout the rest of the network occurs as part of the enterprise backbone traffic.


Figure 3-22 displays the configuration of equipment needed to poll field devices using leased circuits, which was used as the cost model for this study.  In this model, ISDN is used to reach the 170Es, DDS is used for the VMSes, and POTS is used for the remaining devices (TARs, flashing traveler alert signs, and RWISes).  Communications PCs are located at each SHA facility, which is used as the communications interface point for field devices.
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Figure 3-22.  Equipment for Polling Devices - Leased Connectivity





The equipment employed in this model consists of:


A medium-powered Pentium-based PC running a multi-tasking operating system (such as Windows NT or UNIX).  A multi-tasking operating system is required because simultaneous communications sessions are necessary if all of the devices are to be polled within 1 minute.


A communications controller host adapter card with built-in reduced instruction set computing (RISC) microprocessor.  This card is installed in the PC and provides the communications overhead processing that enables the PC to interface with a large number of external interface ports.


A bank of port concentration modules that provide the external interface ports.


An appropriate number of low-speed POTS 2400-baud modems, 9.6-Kbps DDS CSU/DSUs, and ISDN modems to service the devices that are connected to the PC for polling.


Previous experience in the development of similar communications servers indicates that the maximum number of devices that could be serviced efficiently is approximately 40 per PC.  Therefore, facilities that act as the hub point for more than 40 devices will require the deployment of multiple communications PCs.


Since ISDN Basic Rate Interface (BRI) calls made within the local CENTREX area are covered by a flat monthly usage fee and do not incur additional time-based usage charges, no limit is placed on the number of calls that can be made.  As defined in the Bell Atlantic tariff, ISDN BRI CENTREX is ideally suited to exploit the decentralized lease hubbing concept to minimize the cost for local device connectivity described in the decentralized lease options.  Field devices can be assigned to SHA facilities such that the number of connections which cross CENTREX boundaries is minimized.  Also, given that ISDN BRI service provides two 64-Kbps connections (i.e., “B” channels), one ISDN circuit can provide both a data communications channel and a voice line (for field maintenance purposes) for the device site if digital telephone equipment is used.  As long as the connection is within the same CENTREX service area, the quoted ISDN rate for data and voice combined is less than the cost of two POTS lines.  Therefore, a single ISDN circuit meets the data and voice communications requirements for sites at the lowest projected cost.


With this in mind, the feasibility of using ISDN to connect to the various CHART device types was investigated.  Field-based traffic controllers provide an RS-232 communications port. ISDN terminal adapters are available that support RS-232 serial interfaces, therefore, ISDN should be a viable option for connecting 170E sites.


The following assumptions were used for the low-speed device site tail circuits in the cost model:


ISDN circuits are used for 170E, TAR, RWIS, and traveler alert sign sites.  It was assumed that the TAR, RWIS, and traveler alert sign devices could be modified to support ISDN connectivity.


9.6-Kbps DDS circuits are used for VMS sites for data communications and a POTS voice line is provided for field maintenance.


Rather than install a phone unit at each ISDN serviced device site, a small number of digital phone handsets are acquired.  Engineers can carry the handsets out to a device site when maintenance work needs to be performed.  Once they reach the site, they can plug the handset into the unused ISDN BRI port.


No costs were assigned for trenching the phone feeder line at a device site.  Because this line can share the same trench as the power feed, the cost is assumed to be included as part of the F&I price for the site because the phone feeder would be installed at the same time as the power line.


3.3.3.3  Low-Speed Data Communications PC in the Field


This section starts with a discussion of  how field devices can be connected to fiber optic backbone segments.  After basic fiber optic connectivity concepts are explained, it concludes with examples of how the low-speed data communications PC introduced in the previous section can be configured and deployed to support the polling of devices connected using fiber optics.


Using the already installed fiber on the MCI/TCG corridor as a model for the additional fibered segments defined in the hybrid options, the fiber optic backbone consists of 48 strands of single mode fiber installed in a multiduct conduit, as illustrated in Figure 3-23.  Manholes are spaced along the right-of-way to provide access to the backbone and provide points where other backbone segments and tributary interfaces (e.g., a lead from a roadside device or a spur to a shop located nearby) are connected.
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Figure 3-23.  Fiber Optic Backbone Cross Section





Fiber optic connectivity for field devices is demonstrated in Figure 3-24. To connect roadside devices, a fiber optic feeder cable needs to be provided from the device site to the nearest POP.  A fiber optic splice block is located at the POP which is used to splice the feeder cable into one of the backbone’s fiber strands.  The feeder cables will be located in trenches running parallel to the backbone, and closely clustered devices could share the same trench.  Another option is to co-locate the feeder lines in the same trench used for the backbone if device sites are installed at the same time as the backbone.  However, this is not recommended because of the risk of severing the backbone if a feeder cable needs to be dug up for maintenance.


Some roadside devices are available that can be configured with fiber optic ports. (Research conducted during the course of this study revealed that 170E controllers are available with this option.)  For the remaining devices which do not have built-in fiber optic cable connectors, fiber optic transceivers will be required.  Transceivers translate the electrical signal received from a device into an optical signal and provide the physical interface (i.e., electrical and fiber optic ports) to transition from copper wiring to fiber optic cabling.


In the cost model, 12 of the backbone’s fiber optic strands are held in reserve to accommodate other needs.  Therefore 36 strands are available for use as backbone connections between ATM switches and tributary interfaces.  The redundant OC-3 backbone will use 4 strands, leaving 32 strands available for connecting devices.  Each device connection occupies one of the strands.  Eventually, as devices are connected along the roadway, all of the free strands will be used up.  When this occurs, the devices need to be hubbed into the backbone using electronics (e.g., a multiplexer) in order to free up the strands again.  Methods for hubbing the fiber optic feeds are discussed in detail in Section 3.3.2.4.  Fiber optic transceivers may or may not be needed to interface with the hubbing equipment, depending on the type of ports provided by this equipment.
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Figure 3-24.  Fiber Optic Device Connectivity





Figure 3-25 depicts a variation of the low-speed data communications PC to support the polling of devices in the Hxc and Hxe hybrid options where the fiber optic backbone segments are utilized for connecting the devices. In this configuration, the communications PC and port concentrators can be placed in an environmental enclosure.  The ATM switch is configured with an Ethernet interface card to which the PC is connected.  If fiber optic converters are used that provide matching electrical interface ports as those found on the port concentrator modules, the devices can be directly “plugged in”.


�


Figure 3-25.  Equipment for Polling Devices - Fiber Optic Connectivity


Figure 3-26 depicts another variant configuration which could be used for polling devices in the Hxc and Hxe hybrid options.  Here, the communications PC is located at an SHA facility.  The device connections are routed into a multiplexer(s) that is connected to the ATM switch.  The device data streams are carried over the fiber optic backbone to the facility where they are demultiplexed and connected to the communications PC equipment.
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Figure 3-26.  Alternate Device Communications - Fiber Optic Connectivity
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